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Summary

Unmanned aerial vehicles (UAVs) provide the possibility to efficiently automate several pro-
cesses, for example in the logistics sector. In many of such automated processes it is required
for the drone to track a certain predefined trajectory without the intervention of a human
operator. The design of appropriate tracking control algorithms is a crucial element in accom-
plishing such a task and is currently a very active topic of research. The main objective of this
thesis is the design of tracking controllers for the autonomous flight of a specific type of UAV:
the quadrotor. It is aimed for these controllers to guarantee sufficient tracking, not only for
simple trajectories (e.g. hovering), but also in case of more aggressive acrobatic maneuvers.
In this work, a nonlinear system dynamics description of the quadrotor is derived. In view of
the cascaded nature of these dynamics, subsequently a full state feedback tracking controller is
designed based on the theory of cascaded systems. Here, the complete system is divided into
two independent subsystems, coupled with a nonlinear interconnection term, which are stabi-
lized by means of several control techniques. Using known stability results for (time-varying)
cascaded systems, almost-global uniform asymptotic stability of the complete interconnected
closed-loop system is shown. The state feedback control framework is used for successive out-
put feedback design, with the aim for a practical implementation on a quadrotor platform that
is unable to provide velocity measurements. By means of a convergence analysis of the system
in closed-loop with the dynamic output feedback law, similar convergence properties as in the
state feedback case are guaranteed. The robustness of the final controller is first examined
within a realistic simulation environment in which effects such as measurement noise and input
saturation are taken into account. Simulation results show sufficient tracking performance in
case of time-varying reference signals. As a final assessment, the feedback law is embedded
within the Parrot AR Drone 2.0. Several experiments in which it is desired for the quadrotor to
track a three dimensional circular reference trajectory are performed. Although the results show
that the closed-loop system is able to perform stable circular maneuvers, a large deviation from
the reference trajectory during flight remains. As a possible cause of this effect, unmodelled
dynamics such as drag forces and torques are identified. Additional simulations in which such
damping effects are taken into account, are conducted. The results show strong resemblance
with the experiments, confirming the dominant effect of the unconsidered dynamics.
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Chapter 1

Introduction

1.1 Background

The interest in unmanned aerial vehicles (UAVs), often referred to as drones, has grown sub-
stantially in the past decades. Initially, these systems were developed for military purposes.
Due to the relative indifference to terrain and greater range compared to ground vehicles, aerial
systems are particularly useful for tasks such as surveillance, search and rescue missions, and
reconnaissance of unknown regions [1-3]. Nowadays, the use of drones goes beyond military
applications as this technology is increasingly used in various different civilian and research
areas. One can think of the film and photography industry where drones provide a larger free-
dom of movement to capture certain aspects in a unique manner [4]. They can also be of great
value for geo-scientific research, for example in the study of hurricanes [5]. Since drones can
access regions that are often too dangerous for manned vehicles, important real-time data can
be obtained in a more safe and convenient manner.

From a commercial perspective, one of the main advantages of UAVs is the possibility to auto-
mate several processes in a relatively easy and economic manner. For example, in the transport
and delivery sector, drones can be utilized for the shipment of cargo. In fact, corporations such
as Amazon, UPS and DHL are extensively researching the possibilities for transport by means
of drones. The latter company has recently launched its delivery drone named ”Parcelcopter”
which is currently used for transporting medication to a remote German island [6]. Another
example is found in agriculture, where drones are deployed for automating tasks such as the
spraying of crops and monitoring of livestock [7]. Some of these commercial applications could
highly benefit from a cooperative collaboration between drones. Compared to a single drone, a
network of multiple drones may perform certain tasks more effectively. Think of the transport
of large and fragile cargo or using a grid of drones for efficient watering of large areas. All
mentioned examples illustrate the large contributions drones can provide within a wide variety
of applications.

Due to the broad applicability and rapidly increasing advancements in UAV-technology, a large
distinction in vehicle properties such as size and aerodynamic configuration can be made. A
specific design of UAV that has received a considerable amount of attention is the multi-rotor
vehicle, as shown in Figure 1.1. Due to the characteristic rotor configuration, these types of
rotor-crafts exhibit many desirable properties such as high maneuverability, the capability of
hovering and the ability for vertically take-off and landing. A particularly interesting multi-rotor
vehicle is the quadrotor, as shown in Figure 1.1a. The characteristic cross-rotor configuration
structure allows this vehicle to be compact and lightweight. Furthermore, the relative ease of
operation and low-cost production availability makes this type of multi-rotor UAV one of the
most popular choices for drone-based applications. Pioneering companies such as DJI and Parrot
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(a) DHL’s Parcelcopter (b) Octocopter

Figure 1.1: Distinct types of multi-rotor vehicles.

have made qualitatively low-cost quadrotors available for hobby and recreational use.

Automating processes by means of either a single, or multiple drones requires some level of
autonomy. Indeed, in most of these applications it is desired for the drones to perform a
completely autonomous flight. This is often formulated in terms of a trajectory tracking problem
in which it is desired for the considered UAV to move along a predefined path without the
intervention of an external operator. The design of appropriate tracking control algorithms is a
crucial element in accomplishing such a task and is the main topic of this research. Because of
the many benefits and since quadrotors provide a very useful and intuitive research platform,
in this thesis we are concerned with this specific type of UAV.

1.2 Literature Review

The tracking control problem of quadrotors has been extensively studied in the past years and
appears to be rather challenging. Since there is a vast amount of literature available on the
subject, it is impossible to review the complete topic here. Therefore, in this section we present
a brief selection of the most commonly and recently proposed tracking control methods for
quadrotor systems.

1.2.1 Modeling

Solving the tracking control problem starts with an appropriate formulation of the quadrotor’s
system dynamics. A large amount of mathematical model descriptions have been proposed in lit-
erature from which the majority is based on standard modeling frameworks such as the Newton-
Euler method [8] and Euler-Lagrange approach [9,10]. Strong differences in parametrization of
the quadrotor’s orientation (also denoted by attitude) are observed. In most of the work, the
attitude is expressed in terms of Euler angles [9,11], however, several alternative representa-
tions are proposed. For example, in [12] quaternions are used, whereas in [13] the attitude is
parametrized by means of a rotation matrix. According to the authors in this latter work the
use of rotation matrices is preferred as these can globally and uniquely represent the quadrotor’s
attitude. The remaining parametrization methods may contain mathematical singularities and
ambiguities in case of large angular maneuvers. A common element in all models is the highly



1.2. Literature Review 3

nonlinear and under-actuated system characteristics. The latter is clear from the fact that since
a quadrotor can only generate a thrust along its vertical body-fixed axis, a specific orientation
is required for motion within the horizontal plane. For tracking control, this appears to be an
essential property which is utilized by most proposed control strategies. As a result, the exist-
ing control frameworks usually exhibit a nested control structure consisting of an outer position
control-loop and a significantly faster inner attitude control-loop [11]. Within this framework,
a clear distinction between linear and nonlinear control methods can be found.

1.2.2 Linear Control

Most linear control strategies are based on a linearization of the nonlinear quadrotor dynamics
around an operating point or trajectory. A key assumption that is made in this approach,
is that the quadrotor is subject to small angular maneuvers. Using standard PID and LQR
strategies, in [14-16] successful closed-loop tracking is obtained in case of hovering and straight
line trajectories. In [17], LQR strategies are applied for tracking of a spiral reference trajectory.
Experiments have been performed with a miniature quadrotor and a VICON positioning system,
which has shown the effectiveness of the proposed controller. Here, the authors claim that their
methodology could successfully be applied to slowly time-varying reference trajectories. There
exist much more results which show the capability of tracking simple trajectories using a linear
control approach. A main conclusion that is done from the work on linear trajectory control, is
that such an approach provides sufficient results for applications in which the drone is subject
to hovering or easy-to-follow trajectories. However, since this method confines the workspace to
a small region of the complete configuration space, the tracking possibilities for a quadrotor are
limited. Indeed, it is straightforward that in case of more aggressive maneuvers, linear control
methods provide insufficient results. In order to overcome these limitations, several nonlinear
control approaches have been proposed.

1.2.3 Nonlinear Control

A commonly used nonlinear control approach that is somewhat intuitive in combination with the
characteristic dynamics of a quadrotor, is backstepping. In [18-20] the backstepping procedure
is applied to obtain asymptotically stabilizing tracking controllers. Hereto, the combination
of input thrust and orientation is considered as a virtual input for stabilizing the position
control-loop. A new error variable is introduced as the difference between the virtual input and
stabilizing behaviour, which constitutes new dynamics. Using augmented quadratic Lyapunov
functions, an input thrust and torque are designed for which asymptotic convergence of the
closed-loop states towards the reference is guaranteed. The authors have complemented their
claims with numeric experiments, which illustrate the usefullness of the proposed backstepping
methods. A drawback of the standard backstepping method is the lack of robustness against
disturbances and modeling uncertainties. Various work exists in which the standard approach
is complemented with integral backstepping techniques for improving the efficiency and robust-
ness of the closed-loop system [21,22]. In [23] an integral backstepping approach in combination
with a nonlinear H, controller is proposed for stabilizing the position and the attitude loop
respectively. Stability and convergence when the closed-loop system is subject to a constant dis-
turbance and time-varying reference trajectory is claimed in this work. A numerical comparison
is made between pure integral backstepping, backstepping complemented with ., control and
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integral backstepping complemented with H., control. Here, an uncertainty has been added to
the quadrotor’s mass. A significantly increased performance and robustness against paramet-
ric uncertainties for the integral backstepping Hso controller has been observerd. The results
from this work illustrate the possibility to obtain robust tracking by means of backstepping
methods. Several alternative robust control methods have been proposed in combination with
backstepping techniques, such as adaptive control [24] and sliding mode control [25]. Although
backstepping methods provide a systematic and comprehensive approach for solving the track-
ing control problem of a quadrotor, tedious and complex control expressions are commonly
obtained which often might be impractical for implementation [26].

In view of the characteristic quadrotor dynamics in which the orientation highly influences
the position dynamics, a more natural approach to the tracking control problem is based on
cascaded control. A cascade based control approach is appealing since it allows to divide
the overall control problem into the stabilization of two independent subsystems. Arbitrary
control methods can then be used for the stabilization of each subsystem. Compared to, for
example backstepping, such control design might result in less complex structures as the coupling
term is not explicitly taken into account [27]. In return, however, the stability properties
of each subsystem do not directly guarantee stability of the overall closed-loop system but
has to be derived a posteriori. In [28] a cascade based tracking controller is proposed. The
resulting closed-loop system constitutes linear position and attitude subsystems, coupled by a
nonlinear interconnection term. The authors have explicitly stated that the stability properties
of the system essentially rely on the characteristics of the interconnection term, which strongly
depends on the choice of the thrust. These results imply a certain deliberate design of the
admissible input thrust. In more recent work [29], a cascade based controller has been proposed
in which the position subsystem is controlled by means of a standard PID law, whereas feedback
linearization and backstepping methods are used for attitude control. Asymptotic stability
results are obtained in case of near hover flight, and the effectiveness of the controller has
been shown through simulations and experiments on a Parrot AR Drone 2.0. Most of the
cascade tracking controllers are based on a parametrization of the attitude by means of minimal
coordinates (e.g. Euler angles). The authors in [13] claim that since such a representation
exhibits mathematical singularities, the possibility for achieving complex flight maneuvers is
significantly restricted. Although this work is concerned with general attitude control for rigid
bodies, it has been shown that the use of rotation matrices provide the possibility for designing
almost-globally stabilizing attitude controllers. As a result the configuration space of controlled
attitudes is not limited by a mathematical representation.

A drawback of the previously mentioned research is the need of full-state information for the
quadrotor. Generally this is not possible in practice as many experimental quadrotor setups
are unable to provide direct measurements of all states (e.g. velocity). This requires the need
for some state estimation mechanism. To the best of the author’s knowledge, only a few works
have thoroughly investigated the output feedback tracking control problem. For example, in [30]
sliding mode observers are designed for estimating the quadrotor’s unmeasurable velocity. A
backstepping method is employed to generate a dynamic output feedback controller. In more
recent work [31] the authors propose a non-model based angular and linear velocity filter in
combination with a neural network-based robust controller. Through a Lyapunov-based stabil-
ity analysis they claim semiglobal asymptotic tracking under uncertainties and disturbances.
In most other works, Kalman filter algorithms in combination with measurements provided by
an inertial measurement unit or external position detection sensor are used for estimating ve-
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locity and attitude [32,33]. The effectiveness of these approaches is often illustrated through
simulations and experiments.

1.3 Motivation and Objectives

From the current research it is clear that a wide variety of tracking control laws is available for
quadrotors, each with specific strengths and weaknesses. It appears that in many of the proposed
control strategies, the full potential of trajectory tracking is limited, either by the chosen control
method or representation of the system dynamics. Furthermore, some of the control methods
might exhibit unnecessary complexities (e.g. backstepping compared to cascade control). As the
demand for more aggressive maneuvers increases with an increase in drone-based applications,
efficient nonlinear tracking controllers that are able to exploit the full capabilities of quadrotors
are needed. In addition, with the aim for practical implementation, observer based controllers
must be designed which are capable of using available measurements for appropriate state
reconstruction. Motivated by these observations, the main objective of this research is the
design of appropriate control laws that enable autonomous flight of a quadrotor. We aim for
these controllers to guarantee sufficient tracking of a large variety of reference trajectories,
ranging from steady-state hovering, to aggressive acrobatic maneuvers such that the controlled
quadrotor is useful in many applications. Furthermore, we aim to design the control law in such
a manner that it can be applied and tested on a real-world quadrotor platform.

As a means of addressing these objectives, a number of essential sub-objectives are considered
in this work:

e Derivation of the system dynamics of a quadrotor. The aim of this objective is to obtain
insight and understanding of the complex behaviour of these systems.

e Design of an intuitive full-state feedback tracking controller which guarantees desirable
theoretical closed-loop system properties. This state-feedback framework can provide a
foundation for further controller development.

e Design of appropriate state observers which can be used in combination with the full-state
feedback framework for subsequent output feedback design. This sub-objective aims at a
subtle transition from a theoretical control design towards the applicability in practice.

e Validate the effectiveness of the proposed controllers through simulations and provide a
sufficient setup for experiments.

The objectives can be interpreted as consecutive steps in the iterative control design process.
The last sub-objective might provide results which require the need for a re-assessment of the
previous control design.

1.4 Outline of the Thesis

The thesis is organized as follows. Chapter 2 starts with some preliminary notions and results
that are used extensively throughout this thesis. In particular, a stability theorem for time-
varying cascaded systems is given which is fundamental for the design and subsequent analysis of
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tracking controllers for a quadrotor. This chapter has been included in order to make the thesis
more self-contained. In Chapter 3 a simplified mathematical model of the quadrotor dynamics
is derived. Hereto, appropriate reference frames and degrees of freedom are introduced. The
model description provides us with some useful insight in properties and the behaviour of a
quadrotor. Next, in Chapter 4 a model-based full state-feedback tracking controller is designed.
Using a cascade control approach, two independent subsystems are defined for which stabilizing
sub-controllers are designed. Intermediate stability results are presented which are subsequently
used for the closed-loop stability analysis of the complete interconnected system. In Chapter 5
the results from Chapter 4 are used as a foundation for output feedback control design. In this
chapter a subtle transition from theory to practice is made as we omit the previous assumption
that all states are directly available from measurement. Several observers are designed and
the corresponding convergence results are presented accordingly. In Chapter 6 the effectiveness
of the theoretically designed controllers is examined in simulations and subsequently verified
through experiments performed on a Parrot AR Drone 2.0. This part of the work has been done
in collaboration with colleague student N.L.M. Jeurgens. Finally, the conclusions of this work
and recommendations for future research are presented in Chapter 7. Appendix A contains some
additional stability proofs regarding observer extensions and in Appendix B a more detailed
elaboration of the algorithm for attitude reconstruction is given.



Chapter 2

Preliminaries

In this chapter some nontrivial definitions and results which are used throughout this thesis, are
recalled. First, several methods for parameterizing the orientation of a rigid body are discussed.
Next, some lemmas and theorems useful for showing (uniform) asymptotic convergence are
given. Finally, we present some theory on time-varying cascaded systems.

2.1 Attitude Representations

As the attitude representation of a quadrotor is a rather important aspect during control de-
sign, it seems appropriate to provide some preliminary information regarding this topic. In this
section, the two attitude representations considered in this thesis are discussed: rotation ma-
trices and Euler angles. For other representations (e.g. unit quaternions) the reader is referred
to [34].

2.1.1 Rotation Matrix

Various methods exist for representing the orientation of a rigid body as a linear transformation
between a frame of reference and a body-fixed frame. In this thesis we restrict ourselves to right-
handed coordinate frames and assume that each frame is defined by n € {2,3} orthogonal unit
vectors (n = 2 for planar rotations and n = 3 for spatial rotations). The attitude of the rigid
body can then be represented by an n X n matrix that maps a vector resolved in the body-fixed
frame into its representation resolved in the reference frame, while preserving its length and
handedness of the coordinate frames [35]. Such a matrix is denoted by rotation matrix R or
direction cosine matrix. The set of all such n x n matrices is often referred to as the Special
Orthogonal group of order n, denoted by the symbol SO(n). For any matrix R € SO(n) the
following properties hold [36]:

e RT =R!

e The columns (rows) of R are mutually orthogonal
e Each column (row) of R is a unit vector

e det(R) =1

We remark that there exist orthogonal rotation matrices for which det(R) = —1. Such matrices
correspond to improper rotations, which consist of a rotation followed by an inversion operation
(mirroring). In this thesis we are not concerned with improper rotations as this is not a rigid
body transformation. Furthermore, we consider spatial rotations such that n = 3.
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One of the main advantages of rotation matrices is that the attitude can be represented globally
and uniquely. From a mathematical perspective, it is an intuitive representation. On the other
hand, rotation matrices give a redundant description of a body’s orientation since they are
characterized by nine elements which are not independent due to the orthogonality conditions
RTR = I. Indeed, these constraints define six independent equations with nine unknowns,
leaving three variables free. Many alternative methods exist for representing the attitude us-
ing a minimal set of coordinates consisting of only three independent quantities (e.g. Euler
angles).

2.1.2 Euler Angles

The most commonly used method for representing the attitude of a rigid body is through three
successive rotation angles (¢,6,1) € R? about the sequentially displaced axes of a reference
frame. These angles are generally referred to as Euler angles. Within this method, the order
of rotation around the specific axes is of importance as the sequence of finite rotations is not
commutative: performing three subsequent rotations around the z, y and z axis of a frame,
in general, does not yield a similar orientation as if the order is z, y, = [37]. In the field of
automotive and/or (aero)nautical research, the transformation from a body-fixed frame to an
inertial frame is commonly described by means of a specific set of Euler angles, the so-called
roll, pitch, and yaw angles (RPY). Here, first a rotation around the body-fixed = axis over the
roll angle (¢) is done. Subsequently, we rotate around the resulting body-fixed y axis about the
pitch angle () and finally rotate about the z axis by the yaw angle (¢)). The roll-pitch-yaw angle
approach is attractive since it can be easily visualized and interpreted in terms of a physical
object. This rotation sequence is related to the rotation matrix through the composition of
successive rotations around the single body-fixed axes as [34]

R = R.(¢)Ry(0) R (o)
_C¢ — Sy 0 Co 0 S 1 0 0
Sy ¢y 0 0 1 0 0 cyp —s¢

(0 0 1] |=ss 0 co] [0 56 o (2.1)

[Cocy  SpS0Cy — CoSy CopSeCy + SeSy
= |CoSyp  SpSOSy T CoCyy  CpSeSy — SpCy
| — S0 SpCh CpCo

where ¢, denotes cos(a), and s, denotes sin(a) with a referring to the corresponding RPY-
angles. Note that R denotes the mapping from the body-fixed frame to the inertial reference
frame whereas R’ = R (qb)R;— ()R] (1) is the mapping from inertial to body frame. In some
aspects of this thesis, we adopt the RPY method for an explicit expression of the rotation
matrix.

A disadvantage all minimal attitude representations contain is the possibility for geometric
singularities. In case of RPY-angles this occurs at § = 7/2, for which the roll and yaw angles
are not uniquely defined anymore. This limits the global and unique representation of attitude
by means of minimal coordinates. In literature the singular case is often referred to as Gimbal
Lock.
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2.2 Convergence Results

The following mathematical tool is commonly used for showing asymptotic convergence of a
signal.

Lemma 2.2.1. (Barbalat, [38, Lemma 8.2]) Let f : R — R be a uniformly continuous
Junction on [0,00). Suppose that limy_, fg f(r)dr exists and is finite. Then

lim f(t) = 0.

t—o00

Whereas Barbalat’s lemma only applies to uniformly continuous functions, in [39] a convergence
result was presented which somewhat extends Barbalat’s lemma to functions that are not uni-
formly continuous.

Lemma 2.2.2. (Micaelli and Samson, [39, Lemma 1)) Let f : Ry — R be any differentiable
function. If f(t) converges to zero as t approaches oo and its derivative satisfies

f(&) = fo(t) +9(t) VE=0
where fo is a uniformly continuous function and g(t) tends to zero as t — oo, then

tli)rglo f(t) =0 and %g% fo(t) =0.

The mentioned lemmas are of particular use in a Lyapunov based stability analysis of (non)linear
time-varying systems, where the time-derivative of the considered Lyapunov function is semi-
negative definite. Barbalat’s lemma and the lemma of Micaelli and Samson are somewhat
limited in the sense that only asymptotic convergence of a signal can be determined, whereas in
some cases a more desirable property is uniform asymptotic convergence. In order to determine
uniform asymptotic convergence properties of a signal, one may resort to Matrosov’s theorem
which, to some extent, can be considered as an invariance principle for time-varying systems.

Theorem 2.2.1. (Matrosov, [40, Theorem 1.1]) Consider the non-autonomous system
&= f(t,x) with f(t,0) =0 for allt > 0. Let S € R™ be an open connected region in R"™ which
contains the origin. If there exist two C' functions V : [0,00) x S = R, W :[0,00) x S = R; a
C° function U : S — R; three class K functions «, B, vy, such that, for every (z,t) € S x [0, 00)

(i) en(llzl) < V(t,2) < ax(|lz]])
(i) V(t,z) <U(z) <0
(iii) |[W(t,z)| is bounded
(iv) max(d(z, B), |W(t,)|) = 7(]|z])
(v) [|f(t,z)| is bounded

where E = {z € S|U(z) = 0}; choosing ¢ > 0 such that B, = {x € R"|||z| < ¢} C S, define for
all t € [0, 00)
Vt;l ={zeS:V(t,x) <ai(c)},

then
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1. For all z9 € Vt;l, x(t) — 0 uniformly in (0,z9) as t — co.
2. The origin is uniformly asymptotically stable.

Note that conditions (i) and (i) imply uniform stability. Since condition (ii) requires that V is
only semi-negative definite, condition (iii) and (iv) are necessary for showing that no trajectory
can stay identically in the set E other than the origin.

In order to verify condition (iv), a helpful lemma provided in [41] can be used.

Lemma 2.2.3. [41, Lemma 1] Condition (iv) of Theorem 2.2.1 holds if the following condi-
tions are satisfied

(iv-a) W (t,z) is continuous in t and = and depends on time in the following way: W (t,z) =
g(x,a(t)) where g is continuous in both its arguments, a(t) is continuous and its image
lies in a bounded set K.

(iv-b) There exists a class K function k, such that |W (t,x)| > k(||z||) for all z € E and t > 0.

2.3 Cascaded Systems

Throughout this thesis, extensive use is made of a result on the stability of cascaded systems
as presented in [42] and [27]. For reasons of completeness, this result is stated here. Consider
a nonlinear time-varying cascaded system of the form

T = fl(tv 1131) + g(t,l’l,ﬂj’Q)iL'Q (22&)
iy = fo(t, x2) (2.2b)

where x1 € R", 9 € R, fi(t,x1) is continuously differentiable in (¢,x1) and fa(t,x2) and
g(t,x1,x9) are continuous in their arguments, and locally Lipschitz in x9 and (21, x2) respec-
tively. We define two nominal systems as

21 . il = fl(t,ml) and 22 . l"g = fg(t, :132), (23)

for which it is assumed that fi(t,0) = 0 and f2(¢,0) = 0 for all ¢ > tg. It is straightforward
to verify that the cascaded system (2.2) consists of 31, which is perturbed by the output of
Y5 through the interconnection term ¢(t,z1,x2). As was shown in [27], it does not necessarily
hold in general that if both the subsystems 1 and ¥ are uniformly asymptotically stable, the
complete cascaded system is uniformly asymptotically stable. The following theorem presents
sufficient conditions for the global uniform asymptotic stability of the equilibrium solution of
nonlinear time-varying cascaded systems as in (2.2).

Theorem 2.3.1. (Panteley and Loria, [42, Theorems 1,2,4]) Consider the following as-
sumptions

A1l. The subsystems X1 and 3o are both globally uniformly asymptotically stable (GUAS) and
we know an explicit Cy Lyapunov function candidate V (t,x1), a1, as € Ko, ag € K and
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a positive semi-definite function W (x1) such that

car(lar]) < V(t, 1) < aa(lza ) (2.0
av + aavf (t l‘l) < —W($1) (25)
H H < au(laa]). (2.6)

A2. For each fized xo a continuous function \ : Ry — Ry exists with im0 A(s) = 0 and
such that

< Al )W (1) (2.7)

H g(t,x1,x9)

with V. and W as in Assumption Al.

A3. Continuous functions 01 : Ry — Ry and a5 : Ry — Ry exist such that

lg(t, x1, x2) || < Or([|z2])es ([ ]]) (2.8)
and a continuous non-decreasing function ag : Ry — Ry and a constant a > 0 exist such
that

as(s) = au(ay ! (s)as(ay ' (s)) (2.9)
and o g
/ "~ (2.10)
a aG(S)

with oy, oy as in Assumption Al.

Ad4. For each r > 0, constants A > 0 and n > 0 exist such that for all t >ty and all ||z2] < r

(t,z1,22)

oV
8.%‘1'9

< AW (z1) Vx| = 1. (2.11)

A5. A function ¢ € K exists such that the solution xa(t) satisfies

/too lz2(8)[dt < ([|2(to)])- (2.12)

Then we can conclude

o [f Assumption A1 and A2 hold, then the cascaded system (2.2) is globally uniformly asymp-
totically stable (GUAS).

o [f Assumptions A1, A8 and A/ hold, then the cascaded system (2.2) is globally uniformly
asymptotically stable (GUAS).

o [f Assumption A1, A3 and A5 hold, then the cascaded system (2.2) is globally uniformly
asymptotically stable (GUAS).
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For the formal statements supporting this result, it is referred to [27] and [43] and the references
therein.

In this chapter some preliminary definitions and mathematical results have been presented which
are used in the sequel of this thesis. In the next chapter, the system dynamics of a quadrotor are
derived, for which the background information on attitude representations, presented in Section
2.1, is of particular use. Hereafter, in chapters 4 and 5, state feedback and output feedback
controllers are designed for which the presented convergence results and stability theory on
cascaded systems provide important tools for the closed-loop stability analysis.



Chapter 3

System Dynamics

The design of appropriate controllers for quadrotors requires a fundamental knowledge and
understanding of the dynamics of these systems. Quadrotors typically consist of four individual
rotors attached to a rigid cross frame. Due to the characteristic design, this type of rotorcraft
has many desirable properties such as high maneuverability and the ability for vertical take-off
and landing. The relatively simple structure, however, imposes some limitations on the system’s
behaviour. In order for the quadrotor to perform maneuvers in the horizontal plane (i.e. the
xy-plane) it must slightly tilt in the desired heading direction. This behaviour indicates a
strong coupling between the quadrotor’s inputs and states and, in addition, shows the under-
actuation of the dynamics. Many efforts have been made in order to capture the dynamics of a
quadrotor, for example by means of first principle modeling [11,44,45] and system identification
tools [46]. In this chapter a step-by-step derivation of the simplified dynamics of a quadrotor,
based on a theoretical Newton-Euler modeling framework is provided. We start Section 3.1
by defining appropriate reference frames and a suitable set of degrees of freedom in 3D-space.
The actual system dynamics are derived in Section 3.2 where a distinction is made between
a translational and attitude subsystem. In Section 3.3 a summary of the dynamics and some
concluding remarks are presented.

3.1 Degrees of Freedom

First a right-handed orthonormal reference frame Z, with basis vectors {e1, e, e3} and fixed with
respect to the earth is introduced. Additionally, an orthonormal right-handed body-fixed frame
B with basis vectors {by, ba, b3} is defined. The origin of this frame is fixed to the quadrotor’s
center of mass. A schematic representation of the quadrotor and corresponding frames is shown
in Figure 3.1. For modeling the system dynamics, the following assumptions are made:

e The quadrotor is axisymmetric;
o The quadrotor is a rigid body.

As a direct consequence of the first assumption, the quadrotor’s center of mass coincides with
the body’s geometrical center. The position of the center of mass relative to the inertial frame
T is denoted by p = (z,y, z) € R3. Furthermore, we represent the orientation of the body-fixed
frame with respect to the inertial frame by the rotation matrix R € SO(3) with the special
orthogonal group SO(3) = {R € R®*3|RTR = I, det (R) = 1}. In this thesis the attitude of the
quadrotor is parametrized by means of R rather than, for example, Euler angles or quaternions.
This choice is based on the fact that rotation matrices can represent all attitudes of a rigid
body globally and uniquely in 3D-space, whereas other representations may contain kinematic
singularities or are not globally defined. For a more detailed description of different attitude

13
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representations, see Chapter 2. Additionally, a set of body-fixed linear and angular velocities
is defined as v = (u,v,w) € R3 and w = (p, ¢, ) € R3 respectively. With the quadrotor’s states
properly defined, the kinematics and system dynamics can be formulated accordingly.

Figure 3.1: Schematic configuration of the quadrotor presented in the inertial
reference frame 7 and the body-fixed reference frame B. By means of the rotation
matrix R, the configuration in B can be transformed to the configuration in 7.

3.2 Dynamic Model

For quadrotor systems it might be convenient to express the equations of motion in a body-fixed
coordinate frame. This yields the possibility to take advantage of several assumptions such as
axisymmetry. Moreover, since most quadrotors are equipped with inertial measurement units
(IMU) consisting of accelerometers and gyroscopes, some states are measured with respect to
the body-fixed frame (e.g accelerations and angular velocities). The complete system dynamics
are divided into a translational and an attitude subsystem.

3.2.1 Translational Subsystem

Without taking into consideration the effects of the mass and force on the body, the relation
between the body-fixed linear velocities and inertial velocities is expressed as

p = Ruv, (3.1)



3.2. Dynamic Model 15

where R : B — Z. The equations of motion are derived using Newton’s second law and are
formulated as

d
2= g ) (3.2)

where m is the mass of the quadrotor and the term w X v is present due to the rotational motion
of the body-fixed frame. The left-hand side of (3.2) represents the summation of the externally
applied forces to the body. Initially, we do not take into account drag or wind induced forces
nor do we consider aerodynamic effects such as rotor flapping. Such effects are usually difficult
to model and may only be of interest at high velocities. The summation of all considered forces
is expressed as

> F=Bsf+G, (3.3)
where f = Z?:1Ti represents the summation of the thrust 7; of all individual rotors and
By = [O 0 1]T. Moreover, G is the gravitational force expressed in the body-fixed reference
frame, i.e.,

G =—-MR"ges (3.4)

with M = ml the mass matrix and ¢ the standard gravitational acceleration. In order to
express the equations of motion in a compact form, the following notation for the cross product
operator is adopted

a x b:= S(a)b, (3.5)

where S(a) is a skew-symmetric matrix defined as

0 —as a9
S(a)=—-S(a)" = | a3 0 —apf. (3.6)
—an al 0

Using this notation, the set of equations representing the quadrotor’s translational motion is
obtained as
p=Rv (3.7a)
My +MS (w)v=DBsf+G. (3.7b)
From the model description it is evident that this subsystem is under-actuated, i.e., the number
of degrees of freedom exceeds the number of available inputs. This is due to the fact that the
rotors are only capable of generating a thrust in the direction parallel to the bs-axis. Note that

pre-multiplication of (3.7b) by R, and substitution of the kinematic relation (3.1) and its first
derivative yields the quadrotor dynamics expressed within the inertial reference frame Z.

3.2.2 Attitude Subsystem

The attitude kinematics are derived by means of the Poisson equation as [37]

R = RS(w), (3.8)
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where S(w) is a skew-symmetric matrix containing the elements of the body-fixed angular
velocity w. The attitude dynamics are obtained as

d
2.7= g () (3.9)
=Ju+wxJuw,

in which J is the matrix of moments of inertia about the center of mass. Due to the assumption
of axisymmetry of the quadrotor, and the choice of B such that the basis axes correspond to
the quadrotor’s principal axes of inertia, the off-diagonal terms of J are zero. Hence the inertia
matrix reduces to J = diag ([J, Jy, J2]). The left-hand side of (3.9) represents the summation
of externally applied torques. In this case, the only relevant torque results from the difference
in thrust generated by the rotors. Therefore, we define

T = (7_177—277—3>T ) (310)

in which 7y = [(Ty — T3), 2 = 1 (T3 —T1) and 73 = d (11 + T35 — T — Ty). Furthermore, [ is
the distance from the rotors to the center of mass, and d is the rotational drag coefficient. By
exploiting the notation for the cross product operator (3.5), the set of equations for the attitude
subsystem is written in the following convenient form

R = RS(w) (3.11a)
Juw~+ S(w)Jw=rT. (3.11b)

It is clear that the position dynamics (3.7) are affected by the attitude dynamics (3.11), whereas
the reverse does not hold. This coupling indicates the cascaded character of the complete system
dynamics, which is a central element in the subsequent design of tracking controllers. The
cascaded structure is schematically shown in Figure 3.2.

T Attitude (R,w) Position
Dynamics Dynamics
/ |

Figure 3.2: Cascaded structure of the quadrotor dynamics. The
position dynamics (3.7) are coupled with the attitude dynamics (3.11).

An additional note is made on the system inputs f and 7. It is common to relate the individual
input thrusts 7; and the individual rotor speeds €2; as T; = CQ?, where c is a positive constant
depending on the rotor geometry. This results in the following relation between the input thrust,
torques, and the rotor speeds respectively

f c c ¢ c 02
iy |0 —c 0 03
| |—=cd 0 0 03l (3.12)
73 cd —cd cd —cd] Q3

in which d is a drag coefficient. Since the coupling matrix is nonsingular, it is straightforward
that the inverse relation can be obtained. In the remaining part of this work, the system inputs
are considered on thrust and torque level, rather than motor level. However, (3.12) provides a
necessary relation for practical implementations.
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3.3 Concluding Remarks

In this chapter a simplified mathematical model of the quadrotor dynamics has been derived.
Hereto, first a suitable set of degrees of freedom is defined in which it is chosen to parameterize
the attitude by means of a rotation matrix R rather than Euler-angles or unit-quaternions. This
choice is based on the ambiguity-free, global characteristics of a rotation matrix representation.
In order to be able to take advantage of several assumed properties such as axisymmetry,
and since a number of states are measured with respect to the body-fixed reference frame B,
the dynamics are expressed with respect to B. The complete quadrotor system dynamics are
summarized as

p=Rv (3.13a)
v=—Swy+MBsf+G) (3.13b)
R = RS(w) (3.13¢)
Jw=S{Jww+T (3.13d)

from which a cascaded structure can be recognized. In Chapter 4 this model is used for the
design of appropriate state feedback tracking controllers. Here, the cascaded nature of the
system provides a central element in the control design process.
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Chapter 4

State Feedback Control

In this chapter the tracking control problem for a single quadrotor is studied. Due to the strongly
coupled dynamics, and under-actuated system characteristics, design of appropriate control laws
for this type of rotor craft is a complicated task. Various methods have been proposed to solve
the tracking control problem, of which most are based on a linearization of the system dynamics
around a trajectory [14,16]. Although linear control laws have shown sufficient performance in
case the quadrotor is subject to simple and "easy to-follow” trajectories, for more aggressive
maneuvers such control design yields insufficient results. To overcome this limitation, several
nonlinear control approaches are suggested [22,47]. Since it is inherent to the quadrotor’s
system dynamics to use the attitude for performing certain maneuvers, most existing control
methods (linear and nonlinear) are based on a hierarchical control approach. Here, the position
is controlled in an outer loop for which a specific attitude is required. The control action
necessary to track this new attitude reference is determined in the inner control loop. A visual
representation of this common control method is shown in Figure 4.1.

Quadrotor Dynamics

,,,,,,,,,,,,,,

(prsvr) | — 3
Reference Position f ! Position |
Trajectory Control i | Dynamics |
1 (R.w) |
(Rr7 wr) | !
Attitude | R* | Attitude | 7 ! | Attitude | |
Planner Control i | Dynamics |

(p:v)

Figure 4.1: Commonly used hierarchical control structure. In the outer loop
the position is controlled from which a new attitude reference R* is determined.
Attitude tracking control occurs within the inner control loop.

Backstepping methods and Lyapunov based control are widely used in combination with the
hierarchical control method. However, this control scheme reveals a natural cascaded closed-
loop structure. Indeed, if we consider R* as a new attitude reference trajectory, it is clear that
the position dynamics are influenced by the output of the attitude dynamics. Note that, in
fact, the quadrotor’s system dynamics admit a cascaded structure. These observations moti-
vate controller design based on cascade control theory. Recently, in [29] such an approach has
been proposed which was capable of global uniform asymptotic stabilization of the quadrotor
under the assumption of near hover flight. Here, we present a nonlinear cascade based control
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approach in which no small angle assumptions are made. In addition, since we parameterize the
quadrotor’s attitude in terms of rotation matrices rather than Euler angles or quaternions, we
avoid singularities and ambiguities in the corresponding attitude dynamics and control. This
chapter starts with a formal definition of the quadrotor’s tracking control problem and a specific
state transformation proposition. Additionally the cascade structure and control approach are
motivated whereas in sections 4.2 and 4.3 the design of appropriate position and attitude con-
trollers for the corresponding subsystems is discussed. In these sections, intermediate stability
results are presented for each closed-loop subsystem, which are used in Section 4.4 where the
stability result of the complete closed-loop cascaded system is given. Section 4.5 presents some
additional, yet important, convergence results. Finally, some concluding remarks are given in
Section 4.6.

4.1 Problem Formulation

It is assumed that a feasible reference trajectory is given by (py, vy, Ry, wr, fr, 7r), which satisfies
the following dynamics

pr = Ryv, (4.1a)
U = =S(we)vy + M~ (Byfr + Gy) (4.1b)
R, = R.S(w,) (4.1c)
Jor = S(Jwp)wy + 74, (4.1d)

with initial conditions (p,(to), vy (to), Rr(to),wr(to)). In addition we assume that the complete
states of the quadrotor are available for measurement. We then formulate the state-feedback
tracking control problem for a quadrotor as follows:

Problem 4.1.1. (State-feedback tracking control problem) Consider the dynamics of a
single quadrotor (3.13) and a reference trajectory which satisfies (4.1). Define the quadrotor
states and reference states as C(t) :== (p',v',R",w") and C.(t) := (p} v,/ , R}, w) respec-
tively. Find a suitable control law

f = f(tacra frvTrvc) (42&)
T =1(t,Cr, fr,7,C) (4.2b)

such that for the resulting closed-loop system (3.13),(4.2)

lim ¢ (t,C,C,) = 0 (4.3)

t—o00

with € (t,C,C,) some error measure (e.g. norm) between the actual states and reference states.

4.1.1 Tracking Error Coordinates

In most tracking control applications, it is common to express the measure ¢ (¢,C,C,) for the
translational dynamics in terms of the difference between states, defined with respect to an
inertial frame Z. A drawback of this particular form of error coordinates is the dependence
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on the choice of inertial reference frame. In order to overcome this possible disadvantage,
the tracking error coordinates can be expressed with respect to a body-fixed frame. This
was first proposed for mobile robots in [48]. For tracking control of a quadrotor this might,
however, be inconvenient since the under-actuation of the system limits the control along the
horizontal body-fixed axes. We therefore propose to express the coordinates in the tracking
reference frame R instead. This choice still yields independence from the choice of inertial frame,
however, a more convenient combination of input thrust and orientation becomes apparent. The
translational tracking error coordinates are therefore proposed as

ep =R (pr = p)
ey = Up — R,TRI/.
with R, : R — Z. In these coordinates, the tracking error dynamics become
ép=—5(w(t)) e, + ey (4.6a)
6y = =8 (wr(®)) ey + M7 (Byfo(t) = R RByf ). (4.6b)

By defining an augmented state-vector e = (e,, e,,)T € RS, this system can be rewritten in a
standard linear time-varying format as

é = A(t)e + Bu, (4.7)
with
0 —S (w, ()] I '

and u =M~ (B f.(t) — R RBsf) € R®.
The representation of the attitude and angular velocity error functions are often given as
R.=R'R (4.9)
Jwe = Jw — JR' Rywy, (4.10)
with corresponding system dynamics
R. = R RS(w,) (4.11a)
Jie = S(Jw)w — JS(we)R" Ryw, — JR' Ryop + 7. (4.11D)

Note that the angular velocity error dynamics (4.11b) are expressed within the body-fixed
reference frame and are fully actuated, which is convenient for control purposes.

4.1.2 Cascade Control

From the tracking error dynamics (4.6), (4.11) a cascade structure can be recognized due to
the fact that the term wu is dependent on the attitude error R.. If we then define the error
measure for the translational error coordinates as egyans = |le(t)]]2, it becomes intuitive to use
u, and in turn R, and f for stabilizing the zero solution of the translational error subsystem
(4.7). By doing so, we impose a certain desired behaviour, denoted by (Rg,wq), on the attitude
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errors (Re,we). This necessarily requires a newly defined attitude error functional, based on
(Re,we) and (Rg,wq), that has to be stabilized. The key structure is schematically presented
in Figure 4.2.

Attitude Error Position Error
Subdynamics Subdynamics
Attitude Position
Control Control

Figure 4.2: Closed-loop cascade control structure. The position error dynamics
are as defined in (4.7). The attitude error dynamics result from a combination of
the error dynamics in (4.11) and the newly defined attitude reference (Rg,wq).

Remark 4.1.1. Note that this idea basically represents the first steps of a backstepping control
approach. Here u can be considered as the virtual control for which a stabilizing function is
designed. The resulting error variable, which results from the difference between u and the
stabilizing function, is characterized in terms of the new attitude error.

In the next sections, we design stabilizing control laws for the translational error subsystem and
the resulting attitude error subsystem respectively.

4.2 Position Control Design

In this section a control law which globally uniformly asymptotically stabilizes the zero solution
of the translational error subsystem (4.7) is designed. The proposed control law is motivated
through an analysis of its stabilizing properties. Consider u as the virtual input to the subsys-
tem (4.7). An appropriate control-law is then given in the following proposition. We first note
that the structure of the proposed control law is of a nonlinear PID form, in which the integrat-
ing action is based on the idea of conditional integrators, as is also used and illustrated in [49-53].

Proposition 4.2.1. Consider the linear time-varying system (4.7) in closed-loop with the con-
trol law

kl _ k2 _
——=€p — — Cvs
Vi+lel? V1t e ?

where €, = e, + Rl w, &, = e, + R 2 and w and z are solutions to the artificial subsystem

{ W=z (4.13)

i = —kyz — kyw + kyRy0n(8)),

u=R (k.2 + kyw) —

(4.12)

with (w(to), 2(to)) = (0,0). Here, 0,(€,) is a smooth saturation function of the form

on(E,) = P (4.14)
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with n € 2N. If the control parameters are chosen such that k1 > kw2 > 0, and ka, k., ky > 0,
and it is assumed that w,(t) is continuous and bounded for all t > ty, then the zero solution
e = 0 of the closed-loop system is uniformly asymptotically stable for all ||(w(to),z(t))] <

2
1+ (%) and e(tg) € RS.

Proof. We start the proof by defining the augmented state ¢ = (w,z)' € R® and propose the
following change of coordinates

e,=e,+ R w (4.15a)
&, =e,+R 2 (4.15b)

Using the state vector € = (€, é,,)T € RS, the corresponding dynamics are derived as

q=Aq+ By(e)) (4.16a)
&= A(t)e + B (u +RT (BTAq + 7(@))) (4.16b)

in which
A= [_,Swj _Ii]] , (4.17)

and y(é,) = kywRy0,(€,) is a bounded perturbation. The matrices A(t) and B are defined
as in (4.8). By substituting the proposed control-law (4.12) in (4.16), a cascaded structure
can be recognized in which the ¢-dynamics are perturbed by the output of the e-dynamics.
It then remains to derive the stability properties of the closed-loop cascaded system (4.12),
(4.16). Hereto, let us first consider the perturbed linear time-invariant system (4.16a). Choosing
kw,k, > 0, the matrix A is Hurwitz by construction and hence the unperturbed system (i.e.
v(€,) = 0) is globally uniformly exponentially stable. From converse Lyapunov theory we may
therefore conclude that there exists P = PT > 0 which is the unique solution to the Lyapunov
equation

ATP+PA=-Q (4.18)

where @) is an arbitrary symmetric positive definite matrix. If we choose Q = I, solving the
Lyapunov equation (4.18) then yields

k. (kw+1) 1
p_1 (H+ ke )I Rl (4.19)
2 17 (kw+1)1 ’ '
kw zkw

Using V(q) = ¢ Pq as a candidate Lyapunov function for the perturbed system (4.16a), it
immediately follows that the time-derivative of V' (q) satisfies

b + 1>2. (4.20)

V< —gl®+rllgl| with r:\/1+< -

Here we have used H%—‘;B'y(ép)H < 2ky||PB||lq||- It is clear that (4.20) is negative for all ||q|| >
from which we may conclude that solutions of (4.16a) remain uniformly bounded. In addition,
if we choose [|q(t9)|] < r we can guarantee that independent of the € behaviour, for all time
t > to the solutions remain within the set Q. = {g € R% : ||¢| < r}. As a consequence the
control input (4.12) is bounded.
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Next, the stability result for the closed-loop subsystem (4.12), (4.16b) is derived. We propose
a suitable candidate Lyapunov function for this system as

lleo 1
V(€)= kiy/1+ |lepl|* — k1 — k:w/o on(s)ds + 561, €, (4.21)

where k1 > kyv/2 > 0. Positive definiteness immediately follows from the observation that the
first term of the right-hand side of (4.21) can be identified as the integral of a smooth saturation
function of the form (4.14) with n = 2, evaluated on the domain [0, ||€,||]. Differentiation of
(4.21) along the solutions of (4.16b), and substitution of the proposed control law (4.12), yields

the following result
ko

Y= e

where we have used the property b'S (w,(t))b = 0 for an arbitrary vector b € R®. From
this result we can conclude that V(€) has a bounded limit for ¢ — oo and consequently the
trajectories &(t) are uniformly bounded. Since V (€) is a uniformly continuous function, we may
invoke Lemma 2.2.1 (Barbalat) and Lemma 2.2.2 (Micaelli and Samson) to conclude asymptotic
stability of the transformed system (4.16b). Since the proposed Lyapunov function is weak (i.e.
V>0andV < 0) it is not possible to directly conclude the more desirable property of uniform
asymptotic stability.

le.|* <o, (4.22)

In order to conclude uniform asymptotic stability, we resort to Theorem 2.2.1 (Matrosov).
Condition (i) of the theorem requires the proposed Lyapunov function (4.21) to be decrescent.
We see that V' (€) is bounded by the functions

1
ar(llel]) = ksv/1 + le]* — ks < min{ky — ky V2, 5h (4.23)
1
as([[e]) = kalle]® ka = max{ky, 5} (4.24)

and thus condition (i) is satisfied. In addition, we see that condition (ii) is satisfied with
ko _

e, I,

Vitlel

such that uniform stability (US) can be concluded. Next, we define an auxiliary function

U@) = — (4.25)

W(t,e) = ke

14 é1/7 (426)

with x > 0. Since we have uniform stability, we can conclude that €, and €, are bounded, and
consequently |W(¢,€)| is bounded. Condition (iii) is therefore satisfied. To verify (iv), we use
Lemma 2.2.3. It follows that

eTep eTel,

\/1+ le,l? \/1+ e ]2

where we have used the property that —é, S(w, (t))ép—é;—S(wr(t))é,, = 0. Since W is continuous
and independent of time ¢, condition (iv-a) is satisfied. Furthermore, in the set £ = {e €
S| U(e) = 0} it holds that €, = 0, and (4.27) reduces to

W) =r <ejey — + ke an(ep)> (4.27)

. ele
W(e) =—x (k S R— kwéjan(ép)> Ve e E. (4.28)

1
VIl
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Therefore, (iv-b) and consequently condition (iv) is satisfied. From the assumption that w, ()
is bounded for all ¢, and the trajectories of € are bounded, it immediately follows that condition
(v) is satisfied. Additionally, we can find a ¢ and S for arbitrary initial conditions, such that
o € Vt_c1 Note that although V' (€) being radially unbounded implies that we can choose ¢ and
S arbitrary large, condition (v) limits this choice for S to a bounded region. It follows from
Matrosov’s theorem that the origin of the transformed closed-loop subsystem (4.12), (4.16b) is
globally uniformly asymptotically stable (GUAS). Since solutions of the cascaded system (4.16)
remain bounded, uniform asymptotic stability of this system immediately follows. The results
hold for all ||g(tp)|| <  and all &(tg) € RS. As a direct consequence of the state-transformation
(4.15), the tracking errors (e,, e,) " uniformly asymptotically converge to zero for all e(ty) € RS.
This completes the proof. ]

Remark 4.2.1. We observe that for sufficiently small €,, the saturation (4.14) behaves linearly
such that o,(€,) ~ €, and hence z ~ —k,z + ki, Rye,. Assuming e, to be constant, the solution
can be approximated by z = %Rrep. By construction we have R.e, = p,(t) — p(t) and
consequently w 2 ],%: f(f (pr(s) — p(s))ds. The resulting control input can then be approximated
by the PID control law

P
k.

u =

koka
(ky — ko) er — <k1 — ko + 2 ) e, — ke, (4.29)

where e; = R, ( f(f (pr(s) — p(s)) ds) is a natural extension of the tracking error coordinates

proposed in (4.4) and (4.5). Due to k1 > ky,, the effective control gains are positive.

Since we have defined u as a virtual input, its stabilizing function (desired behaviour) is then
defined as

k1 _ ko _
6~ — /———¢Cu-
V1t el Vit el?
From the original definition of u, we recognize a new input vector as R;r RBy f. It then becomes
intuitive to use R and f for letting u attain the desired behaviour of the nonlinear PID control
law (4.30). In the next section the design of the actual inputs f and 7, based on the virtual
control law is discussed.

ug = R, (k.2 4 kyw) — (4.30)

4.3 Attitude Control Design

Consider the stabilizing function ug (4.30). Let us rewrite the linear time-varying system (4.7)
as
é=A(t)e+ Bug+ B (u —ug) . (4.31)

A new error variable appears as u — ug which can be separated in terms of a new input vector
F and a desired vector Fjy

F=(RTRB;) [ and Fy=Byf, - Mug, (4.32)

such that v — ug = M~ (F; — F). Note that F and F; are expressed within the tracking
reference frame R, and can be interpreted as the quadrotor’s actual and desired thrust vectors
respectively. By letting F' converge to Fy, we actually steer the quadrotor in the appropriate
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heading direction towards the trajectory. As a first step to obtain this objective, the magnitude
of the thrust can be used for setting || F'||2 = || Fyl|2. Since the magnitude of a vector is invariant
under a rotational transformation, it holds that |[|[F||2 = f. Therefore, we choose the input
thrust as

f=Falla = [|Bf fr(t) = Mugl[2. (4.33)

It is assumed that 0 < fuin < fr(t) < fmax. In order to guarantee |[Fyll2 > 0, V¢ we might
impose a condition on the stabilizing function as ||ug|| < %, ie.,

fmin
i

luall < k. + + k1 4+ ke <

(kw + 1)°
- (4.34)

z

By choosing the initial conditions of the g-subsystem (4.13) as ||¢(to)|| < r, with = the bound
defined in (4.20), and ky, k., k1 and ko such that (4.34) is satisfied, it can be guaranteed
that f > 0. The physical relevance of this condition is that the quadrotor’s propellers always
generate a non-negative, positive thrust during flight. Note that the bound on ug is inversely
proportional to k,. By choosing k., arbitrarily small, the bound increases, whereas by choosing
k. arbitrarily large this also happens. A deliberate choice for k, must therefore be made. For
fixed ky,, k1 and ko, there is a minimum at k, = k,, + 1.

Next, R: R is used for controlling the orientation of F', with the aim to align F' and F,;. Hereto,
consider the following two normalized thrust vectors

A~

f= =R'RB; and f;= = RyBy, (4.35)

HFH HF |

which are well-defined due to the properties of ugy. From the definition of fd, a new coordinate
frame is introduced, and is denoted by the heading direction frame D. The origin of this frame
coincides with the origin of the body-fixed frame B. The rotation matrix R; € SO(3) maps the
desired heading reference frame D to the tracking reference frame R.

The construction of Ry is based on the property that the columns of a rotation matrix are
orthogonal. Since the third column of Ry is specified by fy, the orthogonal matrix is defined
as

Ra=|1nal Traam 73] € SOB), (4.36)
where
id = Tod X T34, Toa =T3q X i and r3q = fg (4.37)

and i = 1,0 0] Note that fd is always defined and the third component is always positive.
This property guarantees that fd and ¢ are never parallel and hence ||rsq X z|| >0. Moreover, we
have by definition that ry4 is perpendicular to the plane spanned by r34 and 1. Therefore, o4 is
never parallel to fd, which guarantees ||rog X 734|| > 0. This result implies that the columns of Ry
are well defined. Furthermore, by construction it holds that fd = [0,0, 1}T implies Ry = I.

Since we want to align the actual and desired thrust vectors f and fd, the definition of these
normalized thrust vectors in (4.35) allows for an intuitive set of error coordinates

e =R Ry (fa=f) = (R~ 1) By, (4.38)
Je, = JR' R, (wg+ wy) — Jw, (4.39)
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where )
Fd X Fd

[Fall®

Note that this set of error coordinates is expressed with respect to the body-fixed frame B. This
choice shows to be convenient for control design purposes, as is discussed hereafter. Due to the
definition of (4.38) and (4.39), the objective of letting f converge to f; can now be characterized
in terms of a standard attitude tracking control problem.

R, = (RTRT) Ry and wg= (4.40)

As a result of the previous definitions, the following attitude dynamics are considered

R. = S(ew)Re (4.41a)
Jéy = —JS(we)R' Ry (wq +wy) + JR' R, (g + wy) + S(w)Jw — 7, (4.41D)

where w, = w — R' Ryw, is the angular velocity difference between the body-fixed frame B and
the tracking reference frame R, expressed in 3. The attitude tracking control problem is stated
as follows:

Problem 4.3.1. (Attitude tracking control problem) Consider the attitude system (4.41).
Assume that the desired equilibrium of this system is given as (I,0) € SO(3) x R3. Find an
appropriate control law

T=T (t, R., ew) (4.42)
such that for the resulting closed-loop system (4.41), (4.42)

lim Re =1 and lim e, =0.
t—o00 t—o00

The attitude tracking control problem has been studied extensively [35,54]. A main result
from the available research is that no globally asymptotically stabilizing control law that is
also continuously dependent on the attitude in SO(3) exists [55,56]. Due to the fact that
the configuration manifold SO(3) is compact, every continuous vector field on it necessarily
possesses more than one equilibrium which restricts the possibility for global stabilization of a
single equilibrium solution [57].

Several continuous feedback control schemes using minimal coordinates (e.g. Euler angles) or
quaternions have been suggested to globally asymptotically stabilize motion in R? or S3. This,
however, does not imply global asymptotic stability in SO(3). Recent studies propose contin-
uous time feedback control laws that render the closed-loop attitude system of a rigid body
almost-globally asymptotically stable in SO(3) [58]. These control algorithms have been ap-
plied to problems such as stabilization of a 3D inverted pendulum [59] or attitude tracking of
small satellites [60]. In [13], the control structure is used for attitude control of a quadrotor. In
this thesis we adopt the smooth feedback control law proposed in [56] and [57] and adapt it to
our specific requirements. The result is based on this work and presented as follows.

Proposition 4.3.1. Consider the attitude dynamics (4.41) with R, wq and e,, defined in (4.40)
and (4.39) respectively. The continuous control law

T=Sw)Jw+J(A—p) (4.43)
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with
A= —S(we)R"R, (wg + wr) + R" R, (g + &r) (4.44)
and
3 A
= —c Zai (si X Resi> — oy, (4.45)
i=1

where s;, i € {1,2,3} are the respective columns of the identity matriz I, o; distinct positive
numbers and c1,co > 0 almost-globally uniformly asymptotically stabilizes the solutions of the
closed-loop system (4.41), (4.43) to Re =1 and e, = 0. That is, with the exception of solutions
starting in a set M C SO(3) x R? with zero Lebesgue measure, all trajectories converge to the
desired equilibrium (1,0). As a direct consequence, the actual thrust vector F asymptotically
converges to its desired behaviour Fy for almost all initial conditions.

Proof. The proof is based on the results in [56] and [57] in which a similar closed-loop attitude
system is analyzed. Consider the attitude error dynamics defined in (4.41). By defining 7
as in (4.43) it can be seen that the angular error dynamics (4.41b) are feedback linearized to
Jé, = Ju. Substitution of p as in (4.45), the following closed-loop system is obtained

A N

R, = S(ew)Re (4.46a)
3 A
éw = —C1 ZOZ‘ (Si X R68i> — C2€,. (4.46b)
=1

We choose a similar candidate Lyapunov function for this system as in [56,57] as

A~

1 .
V(Re,e,) = §el—ew + 1P (Re), (4.47)

where W(R,) is an error function, defined as

U(R) =Y o (1 - sjﬁzesi) . (4.48)

=1

The parameters o; are distinct and positive. The elements of this function are analogous to
the magnitude %HRes, — 5i||> = 1 — cos(6;), where 6; is the angle between Res; and s;. This
function can therefore be interpreted as the distance between R, and I on S O(3). Furthermore,
since W(R,) > 0 for all R, # I and ¥(I) = 0 positive definiteness of V (R, e,,) directly follows.
Differentiating V (R, e,,) with respect to time along the solutions of (4.41) yields

3
V(e = € (u Yo (s feesi)> | )

i=1
Substitution of p (4.45) results in

V(]%e, ew) = —c9e e, <0, (4.50)

w

hence the origin (7,0) is a stable equilibrium. Since the closed-loop dynamics (4.46) are time-
invariant, and we have that the set

Q= {(Re, ew> €SO3) x R3 : V(Re,ew) < V(Relto), ewl(to))} (4.51)
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is a positively invariant set, by a direct application of LaSalle’s invariant set theorem [38,
Theorem 4.4] we may conclude that the only solution that can identically stay in the set [56]

E = {(Re,e,) € SO(3) x R* | V(Re,e,) =0} C Q (4.52)

is the solution e, = 0 and Z§:1 o; (si X Resi) = 0. Due to the orthogonality property and the

cross-product operator, the latter equality holds if and only if s; = +R,s;. Since we consider
rotation matrices in the special orthogonal group, and thus det(Re) = 1, this implies R. €&
with

& ={I,diag([-1, —1,1]),diag([-1, 1, —1]), diag([1, —1, —1])} C SO(3). (4.53)

Note that the last three equilibria denote a rotation by || radians around the positive axis.
From these results we can conclude that all solutions of the closed-loop system asymptotically
converge to one of the four equilibria R. € £ and e, = 0. Let us denote R, = I as the desired
equilibrium such that the set £ \ {I} contains the undesired equilibria. We continue the proof
by analyzing the local stability properties of each equilibrium. Hereto, the closed-loop system
(4.46) is linearized around the corresponding equlhbrla The linearization method is adopted
from [35,61] where the infinitesimal variation of R, is expressed as R, = S(f)R.. This yields
the following linearized dynamics,

[62] = [fi‘j\)f _52 1} [52] with N = f:ai [(sj Resi)T — s; (Res,-ﬂ . (454)

i=1

It follows that at the desired equilibrium N is diagonal and positive definite such that the
linearized matrix is Hurwitz. For the other equilibria, N is diagonal and has at least one negative
real eigenvalue. This result implies local exponential stability of the desired equilibrium and the
undesired equilibria are unstable. Moreover, since the scalars ¢; are distinct, all eigenvalues have
nonzero real part, and at least one eigenvalue has positive real part. The unstable equilibria
are hyperbolic, and therefore we can conclude that for each undesired equilibrium there exists
a stable and unstable invariant manifold, that is, solutions starting in the stable manifold
converge to the equilibrium, whereas solutions starting outside the stable manifold diverge from
the equilibrium. According to [35,56,59,61] the dimension of the union M of stable manifolds
is less than the dimension of the tangent space of SO(3), and therefore it has zero measure.
This completes the proof. ]

4.4 Closed-loop Stability

In the previous sections, stabilizing control laws for the translational subsystem (4.7) and the
attitude subsystem (4.41) are designed. In this section the stability properties of the complete
closed-loop system are derived. Hereto, consider the following closed-loop structure

¢ =Aq+ B(e,q) (4.55)
¢ = A(t)e + Bug+ BM ' (F; — F) (4.56)
1= X(n) (4.57)
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where g = (w,z)—r €eRS e= (ep,e,,)—r eRS n= (ef,ew)T € RS and

S(ew)Rer ]

- 4.58
- E?:1 o; <si X Resi> — o€y, ( )

E(n) = [

From the system description (4.55)—(4.57) two cascaded structures can be recognized since the
g-subdynamics are perturbed by the output of the e-subdynamics whereas the e-dynamics are
perturbed by the output of the n-dynamics. In order to obtain a more convenient closed-loop
system description, we must rewrite the perturbation term F; — I as follows. It has previously
been shown that the magnitude of F' can be directly manipulated such that | F|| = || Fy|| =
f(t,e,q). Additionally, the definition of es (4.38) allows us to write

Fy—F = f(t,e,q)R, Rey

4.59
= f(t,e,q) R RHn )

with H = [I O]. The following cascaded structure is then obtained
§ = Ag+ By(e,q) (4.602)
é=h(t,e,q) +d(t e ,q)n (4.60b)
i = 2(n) (4.60c)

with

h(t,e,q) = A(t)e + Bug (4.61)
d(t,e,q) = f(t,e,q)BM 'R RH. (4.62)

The result is presented as follows.

Proposition 4.4.1. Solutions of the closed-loop system (4.60) are uniformly asymptotically
2
stable. In addition, if ||q(to)| < ¢/1+ (%) solutions of the subsystems (4.60b)—(4.60c)

uniformly asymptotically converge to the origin, for all e € R®, all e, € R3 and all ey starting

outside a set with measure zero.

Proof. For the first part of the proof we again adopt the coordinate transformation (4.15), for
which the dynamics can be written in an equivalent cascaded-structure as (4.60)

i = Agq + By(e) (4.63a)
e=h(te)+d(teq)n (4.63Db)
7= 2(n) (4.63¢)
with
h(t,e) = A()e + B (ud +R! (BTAq + ’y(ép)>> . (4.64)

We first consider the result from the proof of Proposition 4.2.1, in which it was shown that by
choosing the initial conditions of (4.63a) as

2
lg(to)l < \/1 + (kw]j 1) (4.65)
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the solutions remain uniformly within a desired bound. This is an important result since it is
used to show boundedness of the coupling term d(¢, e, q) in (4.63b). Next, assume (4.65) holds
and consider the system (4.63b)—(4.63c) which has a standard cascaded structure. In order to
derive its convergence properties, we resort to Theorem 2.3.1 presented in Chapter 2, in which
several necessary assumptions are given to guarantee boundedness of the solutions of a cascaded
system. In the proofs of Proposition 4.2.1 and Proposition 4.3.1 it has been shown that the
subsystems & = h(t,é) and 1 = X(n) are GUAS and almost-GUAS respectively. Let us first
consider the domain in which the solutions of the attitude subsystem converge to the desired
equilibrium and denote this by D;. Within this domain, the following observations are made:

1. The subsystems é = h(t,e) and 7 = X(n) are GUAS with respect to the considered
domain D;. Furthermore, the Lyapunov function V' (¢,€) as defined in (4.21) satisfies the
conditions in Assumption Al from Theorem 2.3.1 with «y(|le]|), aza(]|le||) and W (e) as
defined in (4.23), (4.24) and (4.25) respectively, and

ay([lel]) = Es|le] ks < max{(k1 + kuw), 1}. (4.66)

2. The coupling term d(t, e, q) defined in (4.62) satisfies the upper bound
ld(t, e, )| < f(t,e,q)|BM™"R] RH|
(kuw +1)*
k.
provided the initial conditions of the g-subsystem are chosen according to (4.65). Here, we

have used the properties | B|| = 1, [|[R} R|| = 1, |H|| = 1 and |Jug|| < kz+w+k1+k2.

(4.67)

1
<k,+ +k1+k2+afmax = dmax

3. The system is forward complete, that is the solutions are defined over the complete time-
interval, and thus do not have a finite escape-time. In order to see this, let us observe
that for this case we have

2
arl(s) = (; + 1) —1 and a5 = dpax- (4.68)
3

Choosing

6(5) = dumaxks <S + 1> (4.69)
ks
and integrating the fraction ﬁ(s) over the domain (a,o0), where we choose a = 0, yields
k
ds k ks

li =1 In{—+1 = 4.70
oo Jo as(s) koo (n <k3 * >> dacks (4.70)

such that assumption A3 from Theorem 2.3.1 is satisfied.

4. Since the solutions do not escape in finite-time, it can be concluded that for all ¢ > ¢,

OV . ko .
ANy P Y < —len]] | ——22——||E || — duax . 4.71
or + gg Mt E) + Sd(te.qm < — |8 ||< 1+”@H2”6 [ ||n||> (4.71)

Due to the asymptotic convergence properties of the attitude dynamics, we know that
after some time t; > ¢y the solutions of the second subsystem satisfy ||n|| < de and

thus V < 0 for all sufficiently large ||&,||. This implies global uniform boundedness of the
solutions e.
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According to the observations, assumptions Al, A3 and A4 of Theorem 2.3.1 hold and therefore
the transformed closed-loop cascade system (4.63b)—(4.63c) is GUAS with respect to the domain
D;.

As a result, we obtain that solutions of the system (4.63) are uniformly bounded. If we then
consider (4.63) as a cascaded system in which the output of the é-dynamics perturbs the ¢-
dynamics, we may directly conclude from cascaded system theory that (4.63) is uniformly
asymptotically stable. Since ¢(tg) is chosen according to (4.65), due to the global convergence
properties of the subsystem (4.63b)—(4.63c), this result holds for all é(tg) € RS and all n(ty) €
D;. As a direct corollary from the coordinate transformation (4.15), it follows that the tracking
errors (e,(t), e, (t)) " uniformly asymptotically converge to zero for all initial conditions.

As a final note, it is shown that the domain D; can be extended with the region of attrac-
tion of the undesired equilibrium R, = diag([—1,—1,1]). From the definition of es, and the
subdynamics (4.58) it is evident that, for position tracking, only the last column of R, is of
importance. Whenever R, converges to the considered undesired equilibrium, it still holds that
ey converges to zero. The previous observations are therefore true for this situation and hence
the closed-loop cascaded system is uniformly asymptotically stable in the domain D = D;UM,,
where M, is the region of attraction of R,. Physically, this can be interpreted as the quadrotor
heading in the specified direction, though the frame is rotated by 7 radians around the thrust
axis. If R, converges to one of the other two undesired equilibria, it follows that ||n|| — 2. As a
result, the quadrotor is upside down and since the direction of the thrust is defined to be along
the positive bs-axis, the quadrotor falls towards the ground. The translational tracking errors
increase and we conclude that all solutions starting in the set M* which consists of the regions
of attraction of the last two undesired equilibria, grow unbounded. O

4.5 Full State Stability

In the previous sections it is shown that the available control inputs, f and 7 are used for position
tracking of the quadrotor but not for direct attitude control. The results showed that for almost
all initial conditions, the quadrotor’s position and body velocity, expressed within the tracking
reference frame, converges to the reference behaviour. Since no pure attitude tracking (that is,
attitude tracking with the purpose of letting (R,w) — (R;,w,)) has been applied, convergence
of e does not necessarily imply that the complete behaviour of the quadrotor converges to
the reference behaviour. In order to verify convergence of the systems behaviour, let us first
assume that solutions start in the domain D;. Then due to the uniform asymptotic convergence
properties of the closed-loop system we can conclude that

tli)rglo{q(t), ep(t),en(t), er(t),en(t)} = {0,0,0,0,0}. (4.72)

As a direct consequence, we obtain lim;_,o Fy(t) = f-(t)By and fa =10,0,1]". In order to
verify if Ry converges to I, let us first consider the following vectors

r1a = T2d X fa (4.73)

roa = faxi (4.74)

with ¢ = (1,0, O]T. It immediately follows that ro4 is a linear function of the last two elements

A ~ ~ 7T ~
of fq, ie. 19q = [0, fags — fdz} . Due to boundedness of f;, this vector remains bounded
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and converges to ra, = |0, l,O]T. From the cross-product operator we furthermore observe
that

. . R T
ra= |13+ —fofu —fufs| - (4.75)
Since all elements of fd remain bounded, we may conclude that ri; eventually converges to
[1,0,0]. Due to the definition, it then follows that Ry converges to I. In the considered domain
we have that R, approaches I such that we are able to conclude that

tlggo R(t) = R,(t). (4.76)
Recall that the position and translational velocity errors are defined as e, = R} (p, — p) and

e, = vy — R Rv respectively. Hence from (4.72) and (4.76) we may conclude that
lim (p(t), (£)) = (pr(t), 11 (1)) (4.77)

t—o00

It then remains to show convergence of the quadrotor’s angular velocity w. Hereto we observe
the fact that since e, — 0 and the orientation converges to its desired behaviour, results in
w = wg + wy. The desired angular velocity wg is defined as

Fd X Fd
Wy = ——5— 4.78
S TE )
where we can identify
i . d 0K,(e,) .  O0K,(ey) -
Fy=Brf, - = (R,T (ks + kww)) + M < 5;:”)% n ae(j )ey> (4.79)

with K, and K, the respective saturation functions defined in (4.12). It can then be verified
that since Fy and the derivatives of the saturation functions remain bounded, F}; approaches
frBy and as a consequence wy approaches 0. This result is straightforward since wy denotes the
required angular velocity for alignment of F' and Fj;. Finally, we may observe that

li = 4.

Jim w(t) = wr(t) (4.80)
such that it can be concluded that the behaviour of the quadrotor completely converges to
the reference behaviour, provided that the trajectories start in Dq. If the trajectories of the
attitude controller start in R,, a similar analysis can be done from which the following is
concluded:

Jim {p(t), R(0), v(t), (1)} = {pr(£), TR (£), Tvr (1), Ty} (4.81)

with T' = diag([—1, —1, 1]) a matrix that rotates the quadrotor’s frame by m-radians around the
thrust axis. Note that if the quadrotor is perfectly axisymmetric this still provides the desired
result. In practice, however, this is not the case and if, for example a camera is fixed to the
quadrotor for image capturing purposes, an incorrect image might be obtained.

4.6 Concluding Remarks

In this chapter the tracking control problem for a quadrotor has been considered. The proposed
control law is partially based on the commonly used hierarchical control structure, in which the
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position control-loop determines a new reference attitude. A cascade structure can be recognized
from this control scheme, which motivates cascade based control design. By expressing the
tracking error coordinates in the tracking reference frame, rather than the inertial or body-fixed
frame, the control law is independent of the choice of inertial reference frame. Moreover, a
convenient cascade-structure for the tracking error dynamics is obtained.

The error dynamics can be separated in a position error subsystem, and an attitude error sub-
system. First, a stabilizing virtual control input has been designed for the position subsystem.
It has been shown by Lyapunov analysis that the closed-loop subsystem is globally uniformly
asymptotically stable. Since the virtual control input imposes some desired behaviour on the
attitude dynamics, a new set of attitude error coordinates is introduced. An almost-globally
uniformly asymptotically stabilizing control law has been proposed for the corresponding atti-
tude error dynamics. By means of cascade theory, it has been shown that the interconnected
closed-loop system is uniformly asymptotically stable, with a region of attraction that covers
the complete configuration space with the exception of a set of measure zero. It has furthermore
been shown that when the system trajectories enter the remaining region of the configuration
space, the quadrotor turns upside down and falls towards the ground.

Since we actually use the available inputs for position tracking only, it is not straightforward that
the complete behaviour of the quadrotor (that is translational and attitude behaviour) converges
to the reference. However, by examining all relevant signals, it is shown that the quadrotor’s
behaviour completely converges to the reference behaviour provided the trajectories start in the
appropriate domain.

In this chapter it has been assumed that all states of the quadrotor are directly available from
measurements. In practice, however, this is not necessarily true which limits the use of the pro-
posed full-state feedback controller. In order to overcome this issue, an output feedback control
law is presented in Chapter 5, which is based on the state-feedback control structure.



Chapter 5

Output Feedback Control

In the previous chapter, a state feedback controller has been designed for which it is assumed
that all states are available for control. This assumption necessitates the use of specific sensor
equipment by means of which all quadrotor states can directly be measured. Commercially
available quadrotors are often equipped with a set of inertial measurement units (IMUs). This
set usually consists of an accelerometer, magnetometer and gyroscope from which the attitude
can be reconstructed. In addition, most of these quadrotors contain an ultrasound sensor and
internal cameras which can potentially be used for three dimensional position determination.
In most cases, however, there is no specific sensor by means of which the body-fixed velocity v
can be measured. This limits the use of the full state feedback tracking control law designed in
Chapter 4 since the error state e,, which is directly dependent on v, is unavailable. In order to
overcome this issue, in this chapter an observer based feedback control law is proposed which
inherits its structure from the previously designed state-feedback controller. We start by formu-
lating the output feedback tracking control problem in Section 5.1. Next, in Section 5.2 a full
state observer for the translational tracking error dynamics (4.6), based on the position mea-
surements is proposed. In Section 5.3 we propose a dynamic output feedback control law and
derive the closed-loop stability properties accordingly. With the aim for practical implementa-
tion, an extension of the observer is proposed in Section 5.4 in which sampled measurements
are considered. The subject of attitude reconstruction is briefly discussed in Section 5.5 and
some concluding remarks are given in Section 5.6.

5.1 Problem Formulation

Let us consider the time-varying linear system (4.6) and assume that the body-fixed velocities
v are unavailable from measurements. We define the translational error system as

é = A(t)e + Bu(t) (5.1a)
y = Ce. (5.1b)
with the corresponding matrices
At = | 5 @) ! ] B= [0] and C=[I 0] (5.2)
0 =S (wr(t))]” I ' ‘

Furthermore u(t) = M~' (Bsf,(t) — R RB;f(t)) € R? where f.(t) and f(t) are the reference
input thrust and actual input thrust respectively. Moreover R, and R are the reference attitude
matrix and actual attitude matrix, and By = [0,0, 1]T.

35
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The output function of the translational tracking error system is denoted by y € R? and corre-
sponds to the linear transformation of measured states to tracking errors, i.e. y = R} (p, — p).
Here, the reference states p, and R, are always known and p is the measured position. The
output feedback tracking control problem for this system is formulated as follows:

Problem 5.1.1. (Output-feedback tracking control problem) Consider the translational
error coordinates (5.1a) with the corresponding measurement output function (5.1b).
Find an appropriate dynamic control law

u=u(t,C,Cp,y, 2) (5.3a)
Z=79(t,C,Cry. %), (5.3b)

such that for the closed-loop system
Jim [le(t)] = 0. (5.4)

Here, Z is some combination of estimated states which are desired to converge to the actual
states.

Note that the output feedback control problem is only considered in terms of the translational er-
ror dynamics. We initially assume that the attitude states (R, w) can be perfectly reconstructed
from the measurements and are therefore available. In Section 5.5 attitude reconstruction is
discussed in more detail.

5.2 Observer Design

Since we consider the tracking control problem in terms of tracking error coordinates, it is
appropriate to design an observer for the translational tracking error dynamics rather than
the actual quadrotor dynamics. In order to increase the robustness against measurement noise
and constant disturbances to some extent, a full state proportional integral Luenberger-type
observer is proposed as

é= A(t)é + Bu(t) + L, (y — §) — Byr (5.5a)
yr = —S(wr(t)yr — L1 (y — ) (5.5b)
g = Ce, (5.5¢)

where L, = [Ll Lg] T € R%3 and L; € R®*3. The last term in (5.5a) consists of the integral
of the estimation error and corresponds to the error between the actual and estimated position
integral. This correction term acts directly on the velocity error dynamics, since these are
most sensitive to modeling errors. Although the observer structure is of a simple form, it can
provide some useful insight for constructing more complex observers as discussed in the sections
hereafter. Since it is assumed that the reference trajectory is completely known for all ¢, the
system matrix A(¢) is fully known. In addition, since we assume that R is (indirectly) available
from measurements and since the quadrotor’s input thrust f(¢) can be directly manipulated,
the term u(t) is always known.
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5.2.1 Observer Error Dynamics

In order to analyze the convergence behaviour of the proposed observer, we define an observer
error e, = e— ¢ and an augmented state vector & = (e, yI)T € R?. The corresponding dynamics
are derived as

€= (Ae(t) - LO) €, (5.6)
with y 5 .
Ae(t)) = (()t) s (t))] . L= [Lﬂ and C=[C 0], (5.7)

and A(t), B and C as in (5.2). A result regarding the convergence properties of this linear
time-varying dynamics is given by:

Proposition 5.2.1. The solutions of (5.6) globally uniformly exponentially converge to zero
provided the observer gains are chosen as LT = [lll Iod lgf] with l1,ls > 0 and l1ly > I3 > 0.
As a direct result, the estimated error states converge to the actual errors.

Proof. In order to formulate the proof, we first make the following observation. The time
varying matrix Ag(t) as defined in (5.7) can be subdivided in a time-varying part and a constant
component as

Ag(w, (1)) = S(t) + 4, (5.8)
in which
—5(wr(t)) 0 0 01 0
S(t) = 0 —S(wr (1)) 0 and A= |0 0 I (5.9)
0 0 —S(wr (1)) 000

The observer-error dynamics (5.6) are then rewritten as
{=(A-LO) &+ S(t)E, (5.10)

which can be considered as a perturbed linear time-invariant (LTI) system. Let us choose
the observer gain matrix as LT = [lll Iof lgl] with [, 19,3 nonzero scalars, such that the
characteristic polynomial of the time-invariant matrix A — LC' is written as

(N + 122 + oA+ 1) (5.11)

Choosing the observer parameters l1,ls and 3 as

lh >0 (5.12&)
Iy >0 (5.12b)
l1lo > 13 >0 (5.12C)

renders the polynomial (5.11) Hurwitz and hence the unperturbed linear system is globally
exponentially stable (GES). From Lyapunov theory it then follows that there exists a P =
PT > 0 which is the unique solution to the Lyapunov equation

(A-LC)" P+ P(A-LC) = —q, (5.13)
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with @ an arbitrary symmetric positive definite matrix. If we set () = I, the Lyapunov equation
can be solved and we obtain a matrix P that consists of nine sub-matrices of the form p;;I € R3x3
with indices (i, j) € {1,2,3}, and where p;; are scalars defined as

P11 =« (ZQ (lg + 1) + 13 (lg + ll)) (5.14a)

po=coa(ly(li+13)+ 1+ 1) (5.14b)

P33 = & (ll(l% + 1+ l% + 1) — Iy + 1) (514C)
1

P12 =pan = —5 (5.14d)

P13 = P31 = —P22 (5.14e)
1

P23 =ps2=—5 (5.14f)

%m We then propose V(¢) = ¢'P¢ as a candidate Lyapunov function for

the perturbed linear system (5.10). Due to the specific form of the matrix P, the following
convenient relation holds:

and o =

S(t)T P+ PS(t) =0, (5.15)
such the time-derivative of V(&) along the solutions of (5.10) satisfies
V() =-¢"¢ (5.16)

Since the Lyapunov function and its corresponding time-derivative are strictly positive definite
and negative definite respectively, it follows that by choosing the observer gains according to
(5.12), the observer error dynamics (5.6) are globally uniformly exponentially stable (GUES).

O

5.3 Dynamic Output Feedback

Based on the designed state feedback control law in Chapter 4 and the observer design (5.5)
the following dynamic output feedback is proposed.

Proposition 5.3.1. Consider the dynamic output-feedback
kl 2 k2 2

6~ — ———=¢,
Ji+le2  vitlel?

where €, = ¢é,+ Rl w, €, = é, + R} 2, w and z are solutions to the artificial subsystem

{ W=z (5.18)

Z=—k.z — kyw + kyRyopn(e,),

g = R, (k.2 4 kyw) — (5.17)

and the states (€,,€,) are generated by the observer (5.5). By choosing the control gains as
ky > kw2 > 0, and ks, ky, k. > 0, and the observer gains as LT = [llf Io] lgl] with lq,ls >
0 and lily > I3 > 0, the tracking error dynamics (5.1) in closed-loop with the output feedback
(5.17) and attitude controller (4.43) are uniformly asymptotically stable for all ||(w(to), z(to))|| <

2
1+ (’“,“J ) , e(ty) € R, all ey(ty) € R® and all attitude errors starting outside a set with

measure zero. In addition, the observer errors globally uniformly exponentially converge to zero.
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Proof. The closed-loop stability proof has strong resemblance with the proof of Proposition 4.4.1
and for reasons of conciseness, in some parts of the proof we therefore make a reference to the
previously obtained results.

Define a state transformation of similar form as in the state feedback case
é,=¢,+ R w (5.19a)
&, =é,+R 2 (5.19b)

By constructing the composite state & = (ép, é,,)T € RS and using ¢ = (w, z)T the corresponding
dynamics can be compactly written as

i = Aq+ By(e,) (5.20a)

¢ = h(t,é) + B (u— 1) + DE, (5.20b)
in which A is defined in (4.17), v(€,) = kwRron(€,) a bounded perturbation,
h(t,é) = A(t)é + B (ad +RT (BTAq + y(ép))) , (5.21)

and D = [LpC —B]. If we then adopt the attitude control scheme proposed in Section 4.3
for letting u attain the behaviour of the stabilizing function 4, we can proceed similarly as in
Section 4.4 to obtain the following closed-loop cascaded system

4= Aq+ B(e,) (5.22a)
&= h(t, &) + DE+d(t,é,q)n (5.22b)
§=(Ae(t) - LO) € (5.22¢)
0= (1), (5.22d)
with
d(t,é,q) = f(t,é,q)BM 'R RH (5.23)
f(t.€,q) = |By fr(t) — M|, (5.24)

and H = [I 0]. The attitude dynamics (5.22d) are identical to (4.57) with n = (ef,ew)T.
From the proof of Proposition 4.2.1 it follows that if we choose the initial conditions of the
subsystem (5.22a) according to (4.65), that is,

2
lato)l < \/1+ (5 (5.25)

the solutions ¢ remains within a desired bound for all t > ¢g.

As a next step in the proof, we derive the convergence properties of the cascaded system (5.22b)—

(5.22d). Since the subsystem ¢ = h(t, &) has an identical structure to the considered system in
the proof of Proposition 4.2.1, we can immediately conclude that this subsystem is GUAS with
a Lyapunov function

X - lléo 1.
V(e) =kiy/1+ |lepl]> — k1 — k:w/o on(s)ds + 5éjéy, (5.26)
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which is analogous to (4.21). Furthermore, according to Propositions 4.3.1 and 5.2.1 the 7-
dynamics and &-dynamics are almost-GUAS and GUES respectively. Assumption Al from
Theorem 2.3.1 is therefore satisfied. The perturbing states (£,7) in (5.22b) enter the é-dynamics
through D and d(t,é,q). Since these coupling terms can be upper bounded by a constant,
and due to the properties of the Lyapunov function (5.26), we can immediately conclude that
Assumption A3 is satisfied (for further details on this claim it is referred to observation 3 in the
proof of Proposition 4.4.1).

It then remains to show that the solutions of (5.22b) are uniformly bounded. Hereto, we choose
(5.26) as a candidate Lyapunov function for (5.22b). Since the system is forward complete, we
have that Vt > ty the corresponding time-derivative along the closed-loop solutions satisfies

PES kQ 2 12 8V ~
V(E) < ————=——11&,|I> + || ==|| (IDIllI€]l + ||d(t, e, . 5.27
@ <~ e + || 7 | (121061 + e, .0 ) (5.27)

One can verify that there exist 8 > 1 and [ > 0 such that for all ||¢,|| > [, the partial derivative
of V satisfies

~

ov
oe

<\ + k)2 + (162

< Bllevl-
Due to the convergence properties of the £-and 7-dynamics, we know that there exists a time
moment t; >ty at which ||| < % and ||n|| < 255% such that for sufficiently large ||é,| we

(5.28)

have V < 0. Since this holds for all initial &, & and 5, the solutions remain globally uniformly
bounded (globally with respect to €, & and 7). Assumption A4 is then satisfied and as a result
the cascaded subsystem (5.22b)—(5.22d) is GUAS.

Solutions of (5.22) are uniformly bounded, and due to the system (5.22a) being input-to-state
stable (ISS) with respect to & we immediately conclude that the complete system is uniformly

2 A
asymptotically stable for all ||q(to)| < /1 + <kwTj) ,all é(tg), &(tg) € RO and all n(ty) € D;.

As a direct corollary from the state transformation (5.19) the estimated errors é uniformly
asymptotically converge to zero. Convergence of the observer error £ then implies that ¢ — e and
therefore e uniformly asymptotically converges to zero. The result holds globally with respect
to the tracking errors e, observer errors £ and almost all attitude errors n. This completes the
proof. O

5.4 Observer Extension

In the previous sections it has been assumed that the attitude and position measurements are
continuously available from the sensors. In practice this is not the case as the signals are sampled
and possibly delayed due to software or hardware limitations. In this section we propose an
extension of the designed observers concerning sampled position measurements.

5.4.1 Sampled Measurements

The position of a quadrotor is mostly determined by means of cameras, which sample images
at a certain rate. The position measurements are therefore available at each sampling time
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tr, k € N. Under this consideration, the output of the translational system description (5.1)
can be reformulated as

y(tx) = Ce(tr) (5.29)

where e(t;) € RS. Intuitively, the sampled position measurements could be used in the observer
(5.5) in a zero-order-hold (ZOH) fashion, i.e the signal y(¢) in the innovation term of the observer
is kept constant for t € [t, tx11). Such an approach, however, could result in largely non-smooth
state estimates, particularly in the case of small sampling rates or packet transmission losses.
Inspired by the work on high-gain continuous-discrete observers for nonlinear systems [62-64],
it is proposed to smoothen the state estimates to some extent by estimating the system output
based on the expected system behaviour, within a time-period where no new output is available,
ie. t € (tg,tg+1). The previously proposed observer is then extended as follows

é(t) = A(t)e(t) + Bu(t) + Ly (p(t) — §(t)) — Byi(t) (5.30a)
gr(t) = —=S(wr())yr(t) — L1 (0(t) — (1)) (5.30b)
g(t) = Ce(?), (5.30¢)

where (t) is the prediction of the system output, which is continuous in the interval ¢t €
(tg,tr+1) and is updated with the available output at time t;. We define the output predictor
as a hybrid system of the form

{sb(t) = —=S(wr())ép(t) +éu(t) (5.31)

o) = y(te)

By analyzing the observer behaviour, it follows that the estimated states globally uniformly
exponentially converge to the actual states provided the maximum sampling interval t5 11 — tx
remains within a certain bound. A formal proof of this claim is given in Appendix A.

Note that an advantage of this structure is that the inter sample predictor is re-initialized at
every measurement update, whereas the observer dynamics are only initialized once at ¢ = .
This results in the (numeric) solutions of (5.30) to be continuous (non-smooth) over the complete
time interval.

5.5 Attitude Reconstruction

An essential element for tracking control which has not yet been considered, is reconstructing
the quadrotor’s attitude. Previously, it has been assumed that R and w are directly available
for control, whereas in practice these states have to be reconstructed from the available mea-
surements. A commonly used method for attitude reconstruction is based on the accelerometer,
magnetometer and gyroscopic measurements [65]. In order to see the usefulness of these sensor
outputs, we define the following sensor output description in the absence of noise and bias

Se=R" (p+ ges) (5.32)
S, =R 'mz (5.33)
S, =w, (5.34)

in which S, S, and S, represent the accelerometer, magnetometer and gyroscopic output
respectively. Moreover, g and mz are the gravitational acceleration and the earth’s magnetic
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field vector, expressed in an inertial frame of reference. It is assumed that these quantities are
constant and known. If the quadrotor is subject to small accelerations such that g ~ 0, (e.g.
hovering) and small magnetic field disturbances, the absolute attitude information provided by
(5.32) and (5.33) is apparent. In addition, it is clear that the gyroscopes directly provide the
angular velocity. Using the (possibly noisy and disturbed) measurements in combination with a
standard linear Kalman filter algorithm, estimates of the body fixed gravitational accelerations
and magnetic field vector can be obtained. These are subsequently used to determine the
quadrotor’s roll, pitch and yaw angles. A direct disadvantage of this method is the restrictive
usefulness when the quadrotor is subject to high accelerations or large magnetic disturbances.
In this case S, and S,, do not provide correct attitude information. In order to overcome this
issue, a decisive algorithm has been proposed in [65], which determines if the measurements are
reliable by comparing the norm of the sensor outputs with the expected values. As a result,
only the low-frequency components of the accelerometer and magnetometer data is used, and
are complemented by the high-frequency parts of the gyroscopes. The method is schematically
illustrated in Figure 5.1. Here, we have furthermore augmented this method with the heading
angle of the quadrotor, obtained by means of an external camera. Note that the sensors possibly
have distinct sampling rates. The decisive algorithm can somewhat compensate for this effect
by relying more on the most recently updated signals.

Dual Linear- Kalman Filter

Accelerometer Decisive | | [Linear-Kalman| | [Roll /Pitch
Algorithm | Filter i | Estimation
Cyroscope ! Rotation
1 ! Matrix
Mag Decisive | Linear-Kalman } Yaw
agnetometer —— . . i . .
Algorithm | Filter i | Estimation

External Camera

Figure 5.1: Schematic illustration of the dual-linear Kalman filter in which ac-
celerometer and magnetometer measurements are integrated with the gyroscopic
measurements. Moreover, the sensor data is augmented with the heading angle de-
termined from external camera measurements. The decisive algorithm determines
whether to use or disregard the accelerometer and magnetometer data.

The effectiveness of this method has been shown repeatedly in experiments [65] and we adopt
it for our numerical simulations and experiments as is discussed in Chapter 6. For reasons of
completeness, the complete attitude reconstruction algorithm is presented in Appendix B.

Remark 5.5.1. Various other attitude observers have been proposed in literature from which
the structure presented in [11] is worth mentioning here since it is based on the sensor data
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provided by the IMU of a Parrot AR Drone:

R = RS(wm) — S(a) (5.35)
o= ];‘g ((RTBf) X am) + H:ZH ((RTmZ> X mm) , (5.36)

in which kg4, k,, > 0. It is claimed that for almost all initial conditions, the attitude estimate R
exponentially converges to R. It is furthermore proposed to tune the observer gains k4 and &,
online in a similar manner as is done in the previously described decisive algorithm. Using this
observer structure in combination with the proposed continuous-discrete translational observer
(5.30), it is expected that the GUAS property of the closed-loop system is preserved due to
the exponential convergence properties of the attitude observer. Correct attitude estimation is
crucial for good tracking performance, since the horizontal motion of a quadrotor relies heavily
on its orientation. Further analysis and improvement of attitude observers is therefore a useful
and interesting topic for further research.

5.6 Concluding Remarks

In this chapter the output feedback tracking control problem for a quadrotor has been con-
sidered. Here, with the aim for a practical implementation, it has been assumed that the
body-fixed velocities of the quadrotor are unavailable from measurements limiting the use of
the previously proposed full state feedback controller. In order to overcome this issue, a full
state linear observer has been proposed. The design has been complemented with an integrating
term such that robustness with respect to constant or slowly time-varying disturbances can be
guaranteed to some extent. By means of standard Lyapunov techniques, it has been shown that
the observer error globally uniformly exponentially converges to zero.

The dynamic output feedback controller is based on the previously proposed full state feedback
controller, in which the estimated states are generated by the proportional integral observer.
Adopting a similar approach for the corresponding attitude tracking as in the state-feedback
case, it has been shown by means of cascade stability theory that the solutions of the complete
closed-loop system asymptotically converge to the origin for all initial times, and almost all
initial conditions with the exception of a nowhere dense set. This result corresponds to the
state-feedback case.

In practice, the measurements used for driving the observer dynamics are sampled and possibly
delayed due to hardware limitations. In order to improve the state estimates, it is proposed
to extent the proportional integral observer with an inter sample predictor which predicts the
system output within a sampling interval, based on the expected behaviour. It has been shown
that the estimated states exponentially converge to the actual states provided the sampling
interval remains bounded.

As a final note, we have briefly discussed the algorithms that are used for correct attitude esti-
mation, based on the measurements provided by the IMU. The effectiveness of these algorithms
in combination with the proposed output feedback controller is shown through a numerical and
experimental analysis in Chapter 6.
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Chapter 6

Simulations and Experiments

The dynamics and control of a quadrotor have previously been considered within a theoretical
framework. In this chapter, a transition from theory to practice is made as the designed cas-
caded output feedback controller is implemented in a simulation environment, and subsequently
embedded within the commercially available Parrot AR Drone 2.0. The combination of simula-
tion and experimental results can provide valuable insight for further developments. This part
of the presented work has been done in collaboration with colleague student N.L.M Jeurgens
and is organized as follows. First a simulation study is done with the main objective to analyze
the closed-loop system behaviour when the controller is discretized, and in the presence of sen-
sor noise and model uncertainties. Hereto, the numerical model developed in [66] is used. Since
the sensory behaviour and actuator dynamics of a Parrot AR Drone are included in this model,
it provides a realistic simulation environment. We start this chapter with a brief description of
the model in Section 6.1. Next, in Section 6.2 the results from several numerical experiments
are presented and discussed accordingly. In the second part of this chapter the performance of
the controller is studied in a real-world quadrotor application. In Section 6.3 we discuss the
experimental setup, whereas in Section 6.4 the results from several experiments in which it is
desired for the drone to track a certain trajectory are considered. We finish this chapter with
some concluding remarks in Section 6.5.

6.1 Numerical Model

In this section the key structure and the fundamental elements of the model used for simulat-
ing the closed-loop response of a Parrot AR Drone are briefly presented. The general model
structure is illustrated in Figure 6.1 and implemented within a SIMULINK environment.

d
__Controller l Plant
. ! Control | | (f,7) | Dvnami . |
' | Algorithm i ! \ yhamics CLSOTS :
3 T So
| State !
' | Estimation |

Figure 6.1: General outline of the closed-loop model structure implemented in
a SIMULINK environment. Here, r, d and S, represent the reference trajectory,
external disturbances and measurement output respectively.

45
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For simulation purposes, the mathematical system description (3.13) as derived in Chapter 3
is used. Here, the gyroscopic effects of the rotors 7, are linearly added to the right-hand side
of the rotational dynamics (3.13d) as an additional disturbance d. The gyroscopic effect of the
rotors is modeled as [11]

4
Ta=—J:S(w)bs >, (6.1)
i=1

in which J, is the moment of inertia of a rotor, and €2; is the individual rotor speed. Since
the motion of a quadrotor is heavily dependent on its orientation, it is expected that each
disturbance in this subsystem might affect the closed-loop response. The disturbed dynamics
are implemented in the plant structure.

6.1.1 Sensors

In practice, the states of a quadrotor are not continuously available for control since information
is obtained in a discretized manner. Moreover, the measurement data might be biased and
corrupted by sensor noise. In order to be able to analyze the robustness of the controller in
the absence of perfect state measurements, the sensory behaviour has been incorporated into
the model. As is discussed in the experimental setup in more detail, the Parrot AR Drone
2.0 is equipped with an inertial measurement unit (IMU) which consists of an accelerometer,
magnetometer and gyroscope. Furthermore, an ultrasound sensor is available. In [66,67] the
sensory behaviour and corresponding noise characteristics have been determined by means of
extensive experiments. According to this work, the output of the IMU can be modeled as

12
S, = 4round <g8RT (p+ ges) + N (¢, Ua)> (6.2)
104
s = o (73, L0 10 ) (63
180 2'6
S, = round <w7r4000 —1—./\/'(75,(%)) (6.4)

in which g is the gravitational acceleration and B,, the geomagnetic field vector as calculated by
MATLAB’s function wrldmagm.m (). Moreover, (o)) € R3 with k the corresponding sensor
index denotes measurement noise which is modeled as a normally distributed random signal
with standard deviations o, € R3. The additional factors result from the necessary conversion
of sensor inputs to outputs with physical resemblance. The output of the ultrasound is modeled
as

S, =round (z + N(t,0,)). (6.5)

The IMU signals (6.2)-(6.4) are sampled at 400 Hz whereas the output of the ultrasound (6.5)
is sampled at 25 Hz. These rates are in accordance with the actual sampling rates on the
AR Drone. Regarding the experimental setup as is described in more detail in Section 6.3, we
consider modeling an external camera for horizontal position detection. Hereto, the xy-position
obtained from the dynamic model description is sampled at 30 Hz and delayed by 0.1 seconds.
We assume very low noise levels, such that noise is omitted from the camera model. The
delay is introduced in the system due to an image processing algorithm. For a more extensive
elaboration of the sensor dynamics and output descriptions, we refer to [66,67].
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The sensor outputs are subsequently used for state reconstruction. The output of the external
camera and ultrasound are used for position and velocity estimation. Whereas previously it has
been assumed that all position measurements are available at similar time-instances, as is clear
from the sensor models, the horizontal position and altitude are sampled at different rates. In
order to be able to use all measurement data in the observer, an update mechanism is therefore
implemented as follows: each time a change in measurement data is detected, a trigger state
is updated from 0 to either 1, 2 or 3. Here, 1 corresponds to an update in zy, 2 corresponds
to an update in z and 3 corresponds to an update in all position measurements. Based on
the trigger state, the vector of position measurements is updated. The outputs of the inertial
measurement unit are used for attitude reconstruction. The observer and controller algorithms
have been extensively discussed in chapters 4 and 5 and are implemented within the controller
block. Due to the fact that in practice the speed of each rotor is limited, the generated thrusts
are also limited. As a result, the admissible input thrust f and torque 7 are bounded. This
physical limitation is embedded within the numerical model in the following manner. First,
the calculated thrust and torque are converted to the corresponding individual rotor speeds
by means of the motor matrix relation (3.12). Subsequently, a conversion from rotor speeds
to pulse width modulation (PWM) signals is made [66]. The PWM signals are confined to
range between 0 and 100. The signals are converted back to f and 7, which are then indirectly
saturated and used as an input to the system dynamics.

6.1.2 System Parameters

The relevant parameters used for simulations are listed in Table 6.1. These parameters have been
experimentally determined in [67]. In order to introduce deviations in the system’s parameters,
we add a discrepancy of 5 percent between the actual mass of the quadrotor m and the expected
mass m,. The remaining parametrs are assumed to be perfectly known. Since all on-board
processes of the Parrot AR Drone 2.0 run at a rate of 400 Hz, the simulation model is executed
with a sampling time of 1/400 seconds. For a more detailed discussion about the numerical
model, software and implementation practicalities, a reference is made to [66].

Table 6.1: Relevant parameter values used for simulations.

Parameter | Description Value Unit
m Actual mass 0.4560 kg

my Expected mass 0.4800 kg

Jo Moment of inertia around z-axis 0.0022 kg m?
Jy Moment of inertia around y-axis 0.0025 kg m?
J. Moment of inertia around z-axis 0.0045 kg m?
J, Inertia of the rotor 2.2-107° kg m?
g Gravitational acceleration 9.81 ms?2

6.2 Simulation Results

In this section, a number of simulation studies are performed and the results are presented ac-
cordingly. The main purpose of these simulations is as follows. Although it has been shown that
the controller is able to stabilize a quadrotor in continuous time with no specific assumptions
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made on the physical limits of the rotors, it is not guaranteed that the stabilizing properties
are preserved if the control law is implemented within a discretized environment and the input
thrust and torques are limited. Furthermore, the addition of external disturbances, measure-
ment noise and time-delays might significantly affect the closed-loop behaviour. Using the
previously described numerical model which provides a rather realistic simulation environment,
the performance of the control law in the presence of the discussed effects can be analyzed.
In addition, since the integrating action has been implemented in the control structure in a
relatively unconventional manner, the effectiveness of this approach is illustrated through a
numerical experiment. Due to the fact that the GUAS-property of the theoretical closed-loop
system (see Proposition 5.3.1) gives rise to some robustness and since the sampling rate appears
to be relatively large, it is expected that in the absence of perfect measurements, the closed-
loop system is practically stable, that is, the tracking errors converge to some region near the
origin. We expect that in the case of delayed measurements, this region is larger than without
time-delay.

For all numerical experiments, it is chosen to let the quadrotor track a three-dimensional circular
trajectory parametrized as

pr(t) = [cos(t) sin(t) 1.5+ Sin(t)]T. (6.6)

The remaining reference states are generated according to (4.1). Hereto, we first transform the
translational dynamics (4.1a)—(4.1b) from the tracking reference frame to the inertial frame of
reference. The reference input thrust f,(¢) can then be calculated as

Fol8) = mJin (02 + G002 + Go(0) + 9% (6.7)

in which Z,(t), 9,(t) and Z.(t) are the second order derivatives of the respective components of
pr(t). Tt is worth remarking here that if we confine Z,.(¢t) > —g, it follows that f.(¢f) > 0 and
is always defined (conform the previous assumption that 0 < fmin < fr(¢)). Furthermore, note
that due to the dynamic constraints, the last column of R, must necessarily satisfy

R, By = fr(t)_lmr (pr(t) + ng) ) (6.8)

where By = 0,0, 1]T. Using this result and a similar approach as in Section 4.3, the remaining
columns of R, are then calculated based on the properties of rotation matrices. By means of
(numerical) differentiation, R, is determined which is used in combination with the attitude
kinematics (4.1c) for calculating w,(t). The reference torque 7,(t) can then be calculated by
differentiating w,(t). From the position kinematics (4.1a) the body-fixed reference velocity v,
is calculated. The complete set of relevant reference states (p,(t), vy (t), Ry (t), wy(t), fr(t), 7 (t))
is then obtained.

6.2.1 Control Parameters

The control parameters used for simulations are shown in Table 6.2. These parameters are
determined in an iterative manner and are chosen such that condition (4.34) is satisfied.
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Table 6.2: Control parameters used in simulations.

Parameter | Description Value
kw Integral gain 0.4

k, Integral gain 1

n Saturation level 2

k1 Position gain 3

ko Velocity gain 2

c1 Attitude gain 70

co Attitude gain 30

Regarding the observer parameter tuning we use an LQR approach as a starting point. Hereto,
we consider the observer error-dynamics (5.6) with w,(t) = 0. Using a standard Linear
Quadratic Regulator (LQR) optimization approach, the optimal observer gain matrix is de-

termined as B o
L=PCTR™!, (6.9)

in which P is a solution to the observer algebraic Riccati equation (ARE)
AeP+PA +Q—-PCTR™,CP=0 (6.10)

and the positive definite weight matrices

10 0 0
Q=10 200 0| ecR>™ and R=7+IcR¥>3 (6.11)
0 0 &I

Here, 7 is chosen as 7 = 0.05. Using MATLAB’s LQR command lqr(Ag, CT, Q, R) we arrive
at the (optimal) observer gains which are subsequently fine-tuned and listed in Table 6.3.

Table 6.3: Observer parameters used in simulations.

Parameter | Description Value
I Observer gain 15
lo Observer gain 30
I3 Observer gain 10

The initial conditions for all experiments are set to
p(to) = [<0.5,0,0]", wv(t) =[0,0,0]", R(to)=1 and w(ty)=][0,0,0]".

The simulation results are presented in figures 6.2 to 6.5. Note that figure 6.2 additionally
presents the results of a simulation in which no integral action is added to the control structure
(i.e. ky =0, k; = 0 and ¢(tp) = 0). It is furthermore chosen to complement these results
with an illustration of the Euclidean-norm of the position error, as shown in Figure 6.3. This
quantity provides a certain measure for comparing the system’s performance with and without
integrating action.
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Figure 6.2: Position p(t) without integral control (dashed), with integral control
(black) and reference position p,.(t) (red).

The effect of the integrating action immediately follows from the altitude z in Figure 6.2. In
case no integral action is added to the controller, the quadrotor consistently remains at a larger
altitude than desired. This results from the fact that since it is assumed that the quadrotor is
heavier than in reality, an excessive reference thrust is generated by the system. The increase
in tracking performance can additionally be observed from the error norm in Figure 6.3. Here,
we see that the steady state error is reduced if integral control is added.

—— - 9

time [s]

Figure 6.3: Norm of the position error e, = R (p, — p) for the system without
integral control (dashed) and with integral control (solid).
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Comparing the actual position with the reference position in Figure 6.2 and examining the error
norm in Figure 6.3, it is observed that the quadrotor is able to track the reference, however,
a certain error remains. It is found that the delayed position measurements are somewhat
contributing to this difference between the reference and actual trajectories. As a consequence
of the delay, the estimated states converge to the measurements rather than the actual states.
This effect is illustrated in Figure 6.4 in which the difference between the actual position and
estimations, and the difference between the measured position and the estimations is shown.
The control action is therefore somewhat delayed, as it compensates for previous positions.
It is expected that in case of fast, aggressive reference trajectories, time-delays have a larger
effect on the closed-loop performance than for slow trajectories. These observations motivate
the idea to (partially) incorporate the time-delay in the observer. Moreover, one could examine
possibilities to reduce the time-delay, for example by adopting a more efficient image processing
algorithm.

0 5 10 15 20 25 30

Figure 6.4: Difference between the actual position and estimates (solid) and dif-
ference between the measured position and estimates (dashed).

Recall from Chapter 4 that for position tracking it is necessary to align the two normalized
vectors f = R'RB ¢ and fd = RyBy, which represent the actual and desired thrust vectors
of the quadrotor expressed within the tracking reference frame R. In order to align these
vectors, as a control objective it is chosen to let R R approach Ry. In Figure 6.5 the attitude
R!R and desired attitude Ry are characterized in terms of roll, pitch and yaw angles and
expressed with respect to the tracking frame of reference. From this figure we observe that
in the presence of corrupted measurements, the quadrotor is still able to track the attitude
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accurately. Furthermore, as expected, the desired attitude is small, since the quadrotor is

within a small vicinity of the desired trajectory. Therefore, there is no need for a large angle
maneuver to track the position.
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Figure 6.5: Attitude of the quadrotor R, R (black) and the desired attitude Ry
(red), characterized in terms of roll, pitch and yaw angles and expressed with respect
to the tracking frame of reference.

The overall simulation results are as expected: in case the system is subject to small constant
disturbances (e.g. difference in actual and expected mass) and sampled, delayed and disturbed

measurements, the closed-loop stability is maintained and the corresponding tracking errors
converge to some region near the origin.

In the next sections, the performance of the output feedback controller is examined within a real-
world quadrotor platform. We first discuss the setup used for experiments, and subsequently
present the experimental results.

6.3 Experimental Setup

Experiments are performed at the RoboCup soccer field location at Eindhoven University of
Technology. In order to perform safe flights, this area has been surrounded by nets such that
the quadrotor remains within a confined region. A fixed right-handed frame is defined at the
center of the soccer field and serves as the inertial frame of reference.
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6.3.1 Hardware

As a test setup we use the commercially available Parrot AR Drone 2.0 which is shown in
Figure 6.6. This quadrotor consists of a carbon fiber X-shaped frame to which four rotors are
attached and actuated by means of brushless motors. The AR Drone contains an on-board
computer that runs a Linux operating system and is capable of self-generating a WiFi hotspot
through which it can communicate with any supporting client device (e.g. smartphone or
laptop). The system is powered by a lithium polymer battery pack and provides approximately
twelve minutes of flight time.

Figure 6.6: Parrot AR Drone 2.0 with protective
hull and LED identifiers.

The quadrotor is equipped with the following low-cost sensors [67, 68]:

e Three-axis accelerometer: measures the body-fixed linear accelerations with +50 mg
precision;

e Three-axis magnetometer: measures the components of the earth’s magnetic field
vector, with respect to the body-fixed frame with a precision of 6°;

e Three-axis gyroscope: measures the body-fixed angular accelerations with 2000° /second
precision;

e Ultrasound: measures the altitude, up to 6 meters;
e Barometer: measures the surrounding pressure with a precision of 10 Pa.

The accelerometer, magnetometer and gyroscope constitute the inertial measurement unit which
runs at 400 Hz. The ultrasound, however, samples at 25 Hz. In [66] it is found that the sensors
in the IMU are temperature dependent. In order to provide correct state measurements, this
temperature dependency is compensated for (see [66]).

In addition to the sensors, the quadrotor contains two internal HD cameras: a front-facing
camera (30 frames per second), and a down-facing camera (60 frames per second). Although
the internal cameras can potentially be used for position detection, the horizontal position of the
quadrotor is determined by means of the external Prosilica GE1900 camera. This high-resolution
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camera is located above the RoboCup soccer field and covers an area of approximately 11 x 7.5
m?. Images are sampled at a rate of 30 frames per second. The camera communicates through
a Gigabit Ethernet connection with a laptop, on which raw snapshot data is retrieved by means
of the GigE vision toolbox in MATLAB. A LED-strip, visible to the camera, is attached to the
protective hull of the quadrotor as is also shown in Figure 6.6. In [29] an image processing
algorithm has been developed, which extracts the horizontal position and yaw-angle relative
to the earth-fixed reference frame from the camera image. This information is subsequently
sent from the laptop to the quadrotor via a UDP connection. The position detection method
is discussed in more detail in [29]. A second laptop on which a graphical user interface (GUI)
runs within a SIMULINK environment, connects to the quadrotor through a WiFi channel. By
means of the GUI, the control parameters can be conveniently adjusted on-line, and supervisory
commands that overrule all local control processes can be transmitted to the quadrotor.

6.3.2 Local Control Structure

For reasons of efficiency, all processes of state estimation and control run locally on the quadro-
tor. Hereto, a SIMULINK model is compiled and build into binary code, which is uploaded to
the Parrot AR Drone. The particular local structure is shown in Figure 6.7.

User
Commands
,,,,,,,,,,,,,,,,,,,,,,,,,, Parrot AR Drone 20 .
! Trajectory Motor |
| Generation Commands |
3 Supervisory IMU :
! Control | |
| State Signal :
| . troll . !
1 Reconstruction Controller Conversion | !

External
Measurements

Figure 6.7: Schematic overview of the local control structure embedded within the
Parrot AR Drone 2.0.

In addition to the tracking controller, a supervisory controller is added to the structure which
serves the purpose to ensure safe flights and proper functioning of the quadrotor [66]. This con-
troller has the structure of a finite-state automaton in which the states and transition conditions
are predefined, and is schematically illustrated in Figure 6.8.

After uploading the compiled model to the Parrot AR Drone, we enter the state Initialise.
We remain within this idle state for a predefined amount of time such that a self-calibrating
procedure can be executed. Here, the sensor values (e.g. gyroscopic output) are averaged, and
extracted from the measurements such that possible bias can be reduced. After this specific
time, the state switches to Wait and remains there until a start command is provided. If
the battery can supply sufficient voltage, we then continue to the state Lift-Off which lets
the quadrotor vertically take off to a predefined height. If the altitude has been reached, the
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supervisory control state switches to Flight, in which the output feedback tracking controller is
used for letting the quadrotor track a desired trajectory.

Initialise Wait Lift-Off Land

O—CQ

O

Stop Terminate Flight

Figure 6.8: Supervisory control structure.

In this mode, it is possible to provide an external command for switching between different
trajectories. If the user demands the quadrotor to land, the state continues to Land, in which
the altitude is gradually decreased. Note that the supervisory controller also enters this state if
during lift-off or flight mode the battery is unable to supply sufficient voltage. If the quadrotor
has landed successfully, the state reaches Terminate and the motors are disarmed. The Termi-
nate state can be reached from any other flight operating state, and acts as an emergency stop.
If unsafe situations occur, for example, when the rotors are blocked by some object, the state
switches to Terminate and all processes are aborted.

6.4 Experimental Flights

In this section the results from various experimental flights are presented. In order to solve
all problems regarding software and implementation, and to verify proper functioning of the
sensors and hardware, we initially consider a simple trajectory in which it is desired to let the
quadrotor hover above the center of the RoboCup soccer field, at a height of 1 meter. During the
hovering experiments, similar control parameters are used as in Table 6.2 with the exception of
the integral gains that are set to k,, = 0.3 and k, = 0.3. The results are presented in figures 6.9
and 6.10. From the position measurements in Figure 6.9 it can be seen that the Parrot AR
Drone is able to reach the desired position through a stable maneuver. Overshoot is limited and
the quadrotor settles after approximately 20 seconds and slightly oscillates around the desired
point. The oscillations result from small deviations in the quadrotor’s estimated orientation (Z%)
and desired orientation (R4) as can be seen in Figure 6.10. Note that in case of hovering R, = I
such that the roll, pitch and yaw angles can be considered with respect to the inertial frame of
reference. Moreover, the desired attitude has been calculated retroactively. It is remarkable that
the desired and measured pitch angle of the quadrotor remain positive, whereas it is expected
that these angles oscillate around zero. This difference might be caused by a misalignment of
the sensors or propellers, such that a constant disturbance acts in the horizontal position. The
position integral controller compensates for this and as a result, a small angle is necessary to
prevent drift. Furthermore, note the small deviation from zero in the yaw angle. For position
control, it is understood that this angle is irrelevant and therefore a small error does not have
a significant effect.
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Figure 6.9: Measured position p(t) (black) and reference position p,(t) (red) as a function of time.
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Figure 6.10: Reconstructed attitude R R (black) and desired orientation Ry (red) characterized in
terms of roll, pitch and yaw angles and expressed with respect to the tracking frame of reference.
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During experiments at the RoboCup soccer field it is found that the magnetometer is heavily
biased by external magnetic fields, which might be caused by iron elements in the floor. We
have therefore chosen to discard the magnetometer for attitude determination in subsequent
experiments, such that we rely more on the gyroscopes and external camera for reconstructing
the attitude of the quadrotor.

6.4.1 Circular Reference Trajectory

Since the hovering trajectory is time-invariant (constant), the control action and tracking error
dynamics are not explicitly dependent on time. In order to verify the effectiveness of the
controller in case it is desired to track more aggressive, time-varying maneuvers, an experiment
is performed in which it is desired for the Parrot AR Drone to track a three-dimensional circular
reference trajectory. This trajectory is parametrized as

pr(t) = [cos(t) sin(t) 1.5+ sin(t)]" . (6.12)

The control parameters used for the experiments are similar as presented in Table 6.2 with the
exception of the integral gains, which are set to k,, = 0.03 and k, = 1. Note the difference with
the choice for integral gains in the hovering experiment. It appears that a larger integral action
results in a more oscillatory response. The resulting flight trajectory is shown in figures 6.11
and 6.12. Note that in these figures, it is chosen for reasons of clarity to use the discretized data
as obtained from the camera and altimeter and represent these as a continuous signal.
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Figure 6.11: Spatial representation of the flight trajectory of the Parrot AR Drone
(black) and the reference trajectory (red).
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Figure 6.12: Measured position p(t) (black) and reference position p,(t) (red) as
a function of time.

Two direct observations can be made from the results in Figure 6.12. First, we can conclude
that the closed-loop system is able to perform a stable three-dimensional circular maneuver.
Second, it can be seen that the quadrotor remains within a significant distance from the reference
trajectory, that is, the amplitude of the quadrotor’s trajectory remains smaller than desired.
Intuitively it can be expected that some form of damping is present within the system. In order
to examine this hypothesis, an additional set of numerical experiments is performed where a
generalized, motion dependent damping force is added to the dynamics as

1
Fp= —sign(y)ﬁpaC’Dl/ ov (6.13)

in which p, is the density of air and Cp = diag([cs, ¢y, c.]) a diagonal matrix consisting of drag
coefficients in z, y, and z-directions, respectively. These coefficients are estimated by means of
an optimization algorithm in which the difference between simulation and experimental data
is minimized through tuning of the drag coefficients. Here, experimental data in which the
quadrotor performed some maneuver (e.g. navigation towards a desired hovering location) is
used, and the coefficients are found to be ¢, = 2.5, ¢, = 1.3, ¢, = 1.3.

We remark the large difference between ¢, and c,, whereas intuitively it is expected that these
coefficients are somewhat similar. As the damping force (6.13) is considered as a generalized
disturbance force, other non-modeled dynamics might strongly affect motion in the z-direction.
We note that the actual value of the coefficients is not particularly of importance here, as the



6.4. Experimental Flights 59

addition of Fp is purely to illustrate the influence of unconsidered effects. It is therefore more
appropriate to consider the coefficients as weight coefficients. The density of the surrounding
air is set to p, = 1.2 kg/m?.

In Figure 6.13 we compare the results from a simulation with drag, with the results from the
numerical experiments without drag, and the experimental results.
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Figure 6.13: Comparison between the experimental results (solid), simulation
results without drag (dashed) and simulations with drag (gray).

From this figure it is clear that by adding a generalized drag force to the system, the simulation
model resembles the physical system more accurately. The results confirm the expectation:
the closed-loop performance is largely affected by the unmodeled, motion dependent dynamics.
Such dynamics have a larger contribution in case the quadrotor is subject to faster motion.
Therefore, it is recommended to incorporate these effects in the quadrotor’s mathematical sys-
tem description (3.13) and expand the output feedback controller such that damping effects can
be compensated for. Hereto, an algorithm could for example be used to estimate the disturbance
on-line. A feedforward structure can subsequently be added to the controller to compensate
for these effects. It is expected that such an approach can significantly increase the tracking
performance. We furthermore remark here that since the damping effect is motion dependent,
the tracking performance is ultimately limited by the hardware. If it is desired for the quadrotor
to track a very fast trajectory, the damping force might increase with the increasing velocity.
The possibility could then occur that the rotors are incapable of generating the necessary thrust
for compensating this effect. Since the amplitude of the quadrotor’s flight trajectory during the
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conducted experiments approximately ranges between 0.5 and —0.5 meters, and the period time
is roughly 27 seconds, the velocity in x, y and z-directions can be estimated as 0.5 meters per

second. This suggests that the damping force is of order 0.4 Newton, which is well within the
physical limits of the thrust.

6.4.2 Additional Effects

So far, only damping effects in the translational motion of the system have been identified as a
source for the diminishing tracking performance, however, the motion of the Parrot AR Drone
is heavily dependent on its orientation. We therefore examine the attitude behaviour during
flight in more detail. In Figure 6.14 the estimated attitude R, R and the desired attitude Ry
necessary for position tracking are shown in terms of roll, pitch and yaw angles and considered
with respect to the tracking frame of reference R.
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Figure 6.14: Estimated attitude R R (black) and desired orientation Ry (red)
characterized in terms of roll, pitch and yaw angles and expressed with respect to
the tracking reference frame.

It can be seen that the attitude follows the desired behaviour to some extent, however, the
overall roll and pitch response appear to be suppressed. A possible cause for this effect could
be the damping in the attitude subdynamics. Indeed, considering the protective hull of the
Parrot AR Drone, which is constructed of lightweight polystyrene foam, it is found that this
hull is not rigid, and not rigidly attached to the frame. During high angular accelerations, these
properties of the hull might counteract the quadrotor’s motion which results in damping. An
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other source of rotational damping could be the air resistance during rotational motion, causing
an additional drag torque in the system.

We remark that in [66] the motor-rotor behaviour has been measured in case the AR Drone is
fixed. During flight in varying airflow, the motor performance might be different than expected,
and possibly affects the performance of the Parrot AR Drone.

Although including a generalized drag force into the model improves the accuracy, there are
still significant differences visible in Figure 6.13, particularly in the y-direction. It can be seen
that in the descending part of the quadrotor’s trajectory, the y-displacement somewhat remains
constant, i.e., the quadrotor only makes a downward movement. This is possibly caused due to
the fact that during the descent, the Parrot AR Drone has to move through the turbulent air
generated by the rotors. Such turbulence affects the rotors thrust and torque, making tracking
significantly more difficult and consequently losing position accuracy.

6.5 Concluding Remarks

In this chapter, the proposed output feedback controller has been tested in a realistic simulation
environment with the aim to verify the closed-loop behaviour in the absence of perfect measure-
ments and unconsidered dynamics. Hereto, a numerical model in which the sensory behaviour,
external disturbances and actuator dynamics are incorporated, is used. A simulation has been
performed in which it is desired for the quadrotor to track a three dimensional circular reference
trajectory. The results show that the closed-loop system remains stable and sufficient tracking
performance is achieved. It is furthermore observed that delayed position measurements have
some significant effect on the tracking performance in the sense that the estimated states are
delayed, resulting in a delayed control action.

The controller has subsequently been implemented within the Parrot AR Drone. In order to
validate the usefulness of the available software and hardware, first an experiment is performed
in which it is desired for the drone to hover. From the experiments it follows that the controlled
quadrotor is capable of hovering within a small vicinity of the desired location. A constant
deviation in the pitch angle is observed, which is possibly the result from a misalignment in
the rotors. In a second experiment, the Parrot AR Drone is subject to a time-varying, three
dimensional circular reference trajectory, similar as in the simulations. From the flight results it
is concluded that the drone is able to perform a stable circular maneuver, however, a significant
deviation between the quadrotor’s position and reference trajectory remains present during
flight. The following causes for this diminishing tracking performance are identified.

e During fast motion, it appears that a translational damping effect is becoming more
dominant within the system. This effect has been further analyzed in simulations, in
which a generalized damping force is modeled as a quadratic function of the quadrotor’s
velocity, and added to the translational dynamics. It is observed that the simulation
results are strongly in accordance with the experimental results.

e As a second source of losing position accuracy, damping within the quadrotor’s attitude
dynamics is identified. This damping is possibly caused by the protective hull of the
Parrot AR drone, which is not a rigid structure and not rigidly attached to the frame. In
addition, the air resistance during orientation might introduce a drag torque.
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e Several other effects such as turbulence of the surrounding airflow, and decreasing func-
tioning of the motor-rotor structure could contribute to a reduction of the performance.

For future research, it is suggested to add an algorithm for estimating the dominating damp-
ing effects on-line, such that these can be compensated for by means of a feedforward struc-
ture.
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Conclusions and Recommendations

The use of unmanned aerial vehicles for automating several commercial or logistic processes is
an interesting concept. In many of such automated processes it is required for the drone to
autonomously track a certain trajectory. For achieving such a task, the design of appropriate
tracking controllers is a crucial element. This thesis addresses the tracking control problem for
a particular type of unmanned aerial vehicle: the quadrotor. Nonlinear tracking control laws
are designed with the aim for sufficient tracking, not only in case of simple trajectories, but also
for more aggressive acrobatic maneuvers.

7.1 Conclusions

We first state the main results regarding the theoretical research on modeling and tracking
control of a quadrotor, and subsequently present our main conclusions concerning simulations
and experiments.

Modeling and Control

A simplified mathematical model of a quadrotor has been derived, in which the attitude is
parameterized by means of a rotation matrix, rather than minimal coordinates, resulting in a
singularity free, global attitude representation. From this model description it is clear that the
translational motion of a quadrotor is strongly affected by its attitude. This typical system
property reveals a natural cascaded structure which serves as a critical element in tracking
control design.

As a tracking control objective, it has been chosen to let a set of position and velocity tracking
errors converge to zero. By expressing these error coordinates within a frame fixed to the refer-
ence quadrotor, independence of the choice of inertial frame of reference is provided. Moreover,
within the resulting tracking error dynamics a convenient combination of the input thrust and
quadrotor’s orientation appears, which is subsequently used as a new virtual control input chan-
nel. This approach eventually allows to divide the overall control problem into the stabilization
of two subsystems: a time-varying position tracking error system and a consequent attitude
error system. Due to its definition, the latter subsystem is well-defined if the control input
to the first subsystem remains within certain bounds. Considering this constraint, deliberate
controllers are designed. By means of Lyapunov stability theory it has been shown that the
closed-loop position subsystem and attitude error subsystem are globally uniformly asymptot-
ically stable and almost-globally uniformly asymptotically stable, respectively. The complete
closed-loop system is found to admit a cascaded, in which the position subsystem is coupled
with the output of the attitude subsystem through a nonlinear coupling term. From cascaded

63
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system theory it is known, however, that the asymptotic stability properties of each subsystem
do not necessarily guarantee asymptotic stability of the complete closed-loop cascaded system.
One additionally needs uniform boundedness of the solutions. It has ultimately been shown
by means of cascaded stability theory that the complete closed-loop system is almost-globally
uniformly asymptotically stable. Using a signal chasing approach, it has furthermore been
shown that in addition to the position and velocities, the attitude and angular velocities of the
quadrotor completely converge to the reference behaviour.

The proposed full state feedback control framework is subsequently used for output feedback
control design. Regarding the absence of direct velocity measurements, a proportional inte-
gral Luenberger observer, driven by position measurements, has been designed for estimating
the position tracking errors. Using standard Lyapunov techniques, global uniform exponen-
tial convergence of the estimated errors to the actual errors has been shown. Similar to the
state feedback case, the complete closed-loop system admits a cascaded structure for which
almost-global uniform asymptotic stability properties are derived by means of cascaded stability
theory.

Simulations and Experiments

The proposed cascaded output feedback controller has been implemented in a numerical model of
a quadrotor, in which the sensory behaviour (including noise and delays) and actuator dynamics
of a Parrot AR Drone 2.0 are incorporated. Simulations are conducted in which it is desired
for the quadrotor to track a three-dimensional circular reference trajectory. The results show
sufficient tracking in case of corrupted measurements and saturation effects. In addition, it has
been observerd that a delay in the position measurements has some significant influence on the
observer performance.

Since the simulations show successful results, the output feedback control structure has subse-
quently been embedded within a real Parrot AR Drone 2.0. Hovering experiments demonstrate
the effectiveness of the proposed control law for the case of a simple time-invariant reference
trajectory. In second experiments, it is desired for the drone to track a more challenging,
three-dimensional circular reference trajectory. The results show that the controlled Parrot
AR Drone is indeed capable of autonomously performing a stable three-dimensional circular
maneuver. However, a large deviation from the reference trajectory remains in the sense that
the quadrotor is unable to track the specified amplitudes in all directions. Unmodeled damping
in the quadrotor’s dynamics has been identified as a main cause of this effect. This has been
confirmed by a comparison between the experimental results and the simulation results in which
the generalized damping is added to the dynamics. This illustrates that the simplified model is
inaccurate in case fast maneuvers are performed. We further remark several other effects such
as turbulence of the surrounding air and decreasing motor-rotor functioning as possible other
factors for making tracking considerably more difficult.

7.2 Recommendations

This final section presents some recommendations for future work, regarding modeling, control
and hardware.
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Modeling

e In order to improve the accuracy of the mathematical model of a quadrotor, dominant
motion dependent (damping) effects should be added to the system description. Although
these effects could be modeled, another interesting approach is to determine these effects
during flight by means of an on-line estimation algorithm. Additional system identification
experiments can be performed, for example, for mapping unconsidered effects of the rotors
in turbulent air.

Control

e In order to improve the tracking performance, it is first and foremost suggested to add
a feedforward structure to the proposed control scheme for compensating the previously
mentioned dominant effects. Hereto, (dynamic) cancellation terms could be added to the
proposed position and attitude feedback control laws.

e A certain degree of conservativeness is introduced in the state-feedback controller through
the stability analyses. For example, the closed-loop stability analysis in the proof of
Proposition 4.2.1 restricts the choice of gain matrices to k;I. It is therefore recommended
to examine other stability methods for obtaining possibly less conservative matrices (e.g.
non-diagonal matrices). A similar recommendation is made for the proposed Luenberger
observer.

e The necessity for the input thrust f to be larger than zero for letting the desired orientation
be well defined in all cases, imposes some limitations on the control. Whereas in this work a
saturation approach is chosen to satisfy this requirement, it is recommended to investigate
other methods, for example a hybrid approach, for possibly improving the performance of
the position control loop.

e The proposed attitude controller is somewhat redundant as for position tracking only the
last column of the quadrotor’s rotation matrix is of importance. It is therefore interesting
to examine reduced attitude control methods, which can possibly provide certain benefits
regarding control efficiency. Furthermore, the addition of integral control to the attitude
control loop can be explored.

e It is suggested to further improve the proposed observers, for example by explicitly taking
into account measurement delays.

Experimental Setup

e Within the experimental setup, a main source for delayed position measurements is the
image processing algorithm. It is recommended to improve this algorithm and possibly
use a different programming language (e.g. C) for reducing the processing time.

e The topcam used for position measurements has some limitations during large angle ma-
neuvers of the quadrotor as the LEDs might disappear from the camera’s view. In order
to be able to accurately determine the position during aggressive maneuvers, alternative
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positioning systems such as VICON, SLAM, GPS and the use of the internal cameras
should be explored.
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Appendix A

Observer Extension: Proof

In this appendix we present the exponential convergence result of the continuous-discrete ob-
server (5.30) which is based on the proof given in [64]. Let us first recall the continuous-discrete
observer structure as

é(1) = A1)e(r) + Bult) + Ly (¢(1) = () ~ Bur(1) (A.1a)
9r(t) = — S (O (H) — Ly (9(t) — (1)) (A.1D)
(1) = Ce(t) (A.1c)

where (t) is the prediction of the system output, which is continuous in the interval ¢ €
(tg,tr+1) and is updated with the available output at time ¢;. The output predictor is defined
as a hybrid system of the form

ot) = —S(er(B)ep(®) + e (1)
{wp y(te) (8-2)

where y(tx), k € N is the output of the system, sampled at time ;. We define the observer error
eo(t) = e(t) — é(t) and an auxiliary error function as () = ¢(t) — y(¢). Using the translational
error dynamics (4.7) and the augmented state &(t) = (eo(t), y7(t))" € R, the following observer
error dynamics are obtained

£ = (Ae(t) — LC) €+ L (CE(t) — (t)) (A.3)

with
Ag(wn(t)) = A(()t) _S(fr(t))}, E:Eﬂ and C=[C 0. (A.4)

Let us then consider these dynamics in the interval ¢ € (¢, 1) and define
ye(t) = CE(t) — (1) (A.5)

which corresponds to the output estimation error. The dynamics of this error within the con-
sidered interval are derived as

jelt) = CE(t) — (p(t) - CEt))
= (e —é) - (¢(t) - Céw))
— Celt) - (1) (4.6)
= —S(wr (1)) (ep(t) — (1)) + (en(t) — eu(1))
= Y(1)é(1)
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with V() = [-S(wr(¢)) I 0]. Furthermore, since e,(t) is continuous, it follows that e,(t) =
ep(tz) and ye(t;) = ep(tz) — gp(t;:) =0.

It is straightforward to verify that the first part of (A.3) corresponds to the continuous observer
error dynamics (5.6) for which exponential stability of the origin is shown by means of the
quadratic Lyapunov function V(&) = ¢TP¢. Let us consider this function as a candidate
Lyapunov function for the perturbed system (A.3) and choose the observer gains as L' =
[lll Io] lgl] with I1,lo > 0 and l1ls > I3 > 0. An upper bound for the time-derivative of V'
along the solutions of (A.3) within the interval t € (¢, tx+1) then satisfies

V(&) < —lI€l1” + 2Amax(P)ILIEN el (A7)

where we have used Q = I. Integration of the y.-dynamics (A.6) over the sampling interval
yields the following upper bound

t
e (B < sup [[Y'(1)]] /+ 1€(s)llds, T € (thsthia) (A-8)
teR t

Note that sup;cp || Y (t)|| exists due to the assumption that |w,(t)| < wmax for all t > ty. Using
this estimate and the well-known upper and lower bounds of a quadratic Lyapunov function,
an estimate of the bound in (A.7) then follows as

V() < ~av(©) + 20V [ VVEGDs (A9)

with
(A.10)

o =

7 1 Amax (P
and = sup | ()12 3220
teR

Amax(P) min(P)’

Applying the chain-rule % = %\/‘7 to (A.9) and integrating the resulting expression within

the sampling interval yields the following estimate for the decrease of the Lyapunov func-
tion

t
VVED) < \V(EED) + (B — 5 | VVEEs,  te b i) (A1)

where 0max = maxgen(tp+1 — tr). Since V(£(¢)) is positive definite, it then follows that

(67

V) S VIEED) I o < 5

(A.12)

with o and f defined in (A.10), and consequently the observer error remains bounded within
the sampling interval. Using (A.12) in (A.9), we obtain

V(&) < —aV(€) + 2B8maxV (E(t])). (A.13)

Integrating this differential inequality on the sampling interval yields

vieo) < (1= 220 ) ettty 20 yggep) (A14)

a



75

In order to find an exponential decay-rate for the Lyapunov function, in [64] it is proposed to
define an auxiliary error function as

E(t) — <<1 _ anx) e—a(t—t:) + 255%‘) — e_V(t_tﬁ) (A15)
«

(67

and demand that £(¢) < 0. Hereto we use the property that the time-derivative of £(t) must be
decreasing, i.e. £(t) < 0 and the observation that £(tx) = 0. An exponential decay rate is found
as

V(EW) < e OVER)) with 7 = (@ — 285 0) e s, (A.16)

Since only the inter sample predictor is updated at the sampling time-instances, it is clear that
the observer dynamics, and therefore the ¢-dynamics are only initialized at ¢ = ty, and then
resolved for all . This yields the (numerical) solutions to be continuous (non-smooth). Due
to the definition of V', this function is continuous with respect to its arguments and hence
V(&(t,)) = V(&(ty)). As aresult we may conclude that

V(E®)) < e 70V (k) VE > to, (A.17)

and the estimated states exponentially converge to the actual states.
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Appendix B

Attitude Reconstruction Algorithm

In this appendix the reconstruction of the quadrotor’s attitude is discussed in more detail.
Hereto, we first consider the estimation of the roll and pitch angles in Section B.1, and subse-
quently present the estimation of the yaw angle B.2.

B.1 Roll and Pitch Angles

For the reconstruction of the roll and pitch angles of the quadrotor, we use the accelerometer
and gyroscopic data (cf. Figure 5.1). As a first step, we define the following state vector

T = 9B, (Bl)

which represents the gravitational acceleration vector expressed with respect to the body fixed
frame B. Next, we define the output vector as

Y = Sa, (B.2)

which corresponds to the output of the accelerometer. Recall that in Section 5.5 a theoretic
description of this output in the absence of noise and bias was given as

Sa=R'(p+ ges), (B.3)

where ¢ is the gravitational acceleration expressed in an inertial frame of reference and is
assumed to be constant and known. In [65,67] it was shown that the unified discrete-time
dynamics of the state x (B.1) could be expressed as

Ty = Pxp_1 + -1
Yn = Hxp + vy, (B'5)

where u,, and v, are the process and measurement noise vectors respectively. Moreover, the
state transition matrix and output matrix are defined as

& =exp(—S(w)Ts) and H=1I. (B.6)

Here, S(w) is a skew-symmetric matrix containing the elements of the body-fixed angular ve-
locity vector w = [p, g, T]T, expressed as

0 —r ¢
Sw)y=1r 0 -p|, (B.7)
-q¢ p 0
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and T} is the sampling time. In order to estimate the body-fixed angular acceleration, a standard
linear Kalman filter algorithm is proposed as [66,67]

2(k) = B(R)E(k — 1) (B.8)
P~ (k) = ®(k)P(k — 1)®(k)" + Q(k) (B.9)
K(k) =P (k)HT (HP‘(k:)HT + )\W>_1 (B.10)
#(k) = 2(k) + K(k) (y(k) — Hz(k)) (B.11)
Plk) = % (I — K(k)H) P~ (k), (B.12)

where we have defined Q = LR,L" as the process noise covariance matrix with
R, = diag([aﬁ,a?,a?]) and L= —S(wp). (B.13)

Here, R,, consists of the variances of the angular velocity measurements w,,. Moreover, W is
the sensor covariance matrix for the accelerometer. From the sensor description (B.3) it is clear
that in case the drone is subject to small accelerations (i.e. p = 0), the measurements can be
useful for estimating the body fixed gravitational acceleration. However, for large accelerations,
these measurements could result in inaccurate state estimation. In order to overcome this issue,
and still provide good attitude estimation during flight, in [65] a so-called decisive algorithm is
proposed.

B.1.1 Decisive Algorithm

The decisive algorithm determines whether to use or disregard the accelerometer data for state
estimation. Hereto, an error variable is introduced as

a =[Sl = llgsll- (B.14)

Note that since ||gg|| = g, in case of no accelerations and noise the error variable is zero.
Furthermore, if S, is subject to noise, « is rather small. The sensor covariance matrix is then
defined as follows:

Wo for a <9
W= Wy+ka?l ford<a<A (B.15)
~I for a > A
where Wy = diag([ag,ag,ag]), § is the noise threshold suggested as § = (/0% + O’; + 0% and

A is some experimentally determined value. Moreover, v is a parameter which must be set
sufficiently large (e.g. 7 = 1-10%) and k is a tuning parameter. Note that in this decisive
algorithm, a distinction is made between large accelerations and sensor noise. Furthermore, for
W = ~I, the Kalman gain K in (B.10) is temporarily set to zero, such that we only rely on the
gyroscopic measurements for state estimation.

The estimated body-fixed gravitational acceleration is then obtained as & = I:ZTgeg, such that
the last column of R is determined by #/g. If we then parametrize the rotation matrix R as
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a sequence of rotations around the z, y and z axes of a fixed frame respectively, the roll and
pitch angles are determined as

¢ = atan2 (i, &3) (B.16)

0 = —atan2 <£1, \/ 22+ :%%) . (B.17)

B.2 Yaw Angle

The reconstruction of the yaw angle is done in a similar manner as reconstructing the roll
and pitch angle. Here, we have defined the state vector x = mg, and the augmented output
vector

Yy = [Sma Sc])v (B'18)
where S,,, corresponds to the magnetometer output, which for the ideal case is defined as
Sy = R"mz, (B.19)

with mz the earth’s magnetic field vector, expressed with respect to the inertial frame of ref-
erence. Furthermore, since we have access to data from an external camera, we have de-
fined [66] o

Se =R} (9,0, ¢c)mz, (B.20)

in which ). is the heading angle of the quadrotor according to the camera. The body-fixed
magnetic field vector is then estimated by means of a similar Kalman filter algorithm, with
H = [I,1]". Furthermore, the sensor covariance matrix W is defined as

Wi 0}

o W, (B.21)

W = [
in which W,, is the sensor covariance matrix of the magnetometer, and W, the sensor covariance
matrix related to the camera measurements. In order to prevent unreliable data to be used for
yaw estimation, we again adopt a decisive algorithm, which determines the covariance matrices
according to

Wino £ <A
W, — 0 fora= (B.22)
~vI otherwise
and
W if 3. and ¢F k=1
Wc:{ o it J z‘m Ve # U (B.23)
~vI  otherwise.

Here, W0 = diag([02,1, 02,9, 02,3]) and W = diag([0}, 0%, 02%]). Furthermore, the compari-
son variable « is defined as o = |||Sy.|| — ||mz||| and A is some threshold value. The yaw angle
is subsequently determined as

¢ = —atan2 (m3, m}), (B.24)
where m are the respective components of the vector
m* = Ry(0) Ry ()15 (B.25)

A standard transformation from roll, pitch and yaw angles to a rotation matrix can then be
done to obtain R, which is used for attitude tracking control.
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